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X · @U Ē = 0 (X · @X � U · @U ) Ē = 0
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HSA (and its Rep) and Cubic Interactions
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Minimum number of oscillator pairs necessary 
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Classical Lie algebras  (notation)

that these representations are in fact the smallest ones, namely the minimal representa-

tions [36]. Here, for the self-completeness, we provide a brief introduction to the minimal

representations by mainly focusing on the case of the classical Lie algebras over C .

Let us first introduce the convention which we shall adopt in the following discussion:

• Let us begin with sp2N which is generated by elements NAB :

N[AB] = 0 , A,B = 1, 2, . . . , N , (2.24)

with the commutation relation,

[[NAB , NCD ]] = ΩA(C ND)B + ΩB(C ND)A . (2.25)

Here, ΩAB = −ΩBA is the symplectic matrix, with the inverse ΩAB :

ΩAB ΩBC = ΩCB ΩBA = δAC , (2.26)

which is used to lower the indices as VA = ΩAB V B .

Now, we move to slN and soN which we shall describe as subalgebras of sp2N . For that,

it is convenient to organize the sp2N indices A as

A = α a , α = ± , a = 1, 2, . . . , N , (2.27)

with which the symplectic matrix becomes

Ωαa βb = ϵαβ ηab , ϵ±∓ = ±1 . (2.28)

• The slN is generated by the traceless elements La
b := N−

a
+b − 1

N δab N−
c
+c with the

commutation relation,

[[La
b , Lc

d ]] = δcb L
a
d − δad L

c
b . (2.29)

• The soN is generated by the antisymmetric elements Mab := N−a +b −N−b+a with

the commutation relation (2.13) .

The dual vector space of these Lie algebras are the spaces of matrices UAB, Va
b and W ab

with U [AB] = 0 , Va
a = 0 and W (ab) = 0 . It is convenient to introduce

N(U) =
1

2
NAB UAB , L(V ) = La

b Va
b , M(W ) =

1

2
Mab W

ab , (2.30)

in terms of which the commutation relations of the algebras can be also given by

[[T (A1) , T (A2) ]] = T (A1 A2 −A2 A1) . (2.31)

Here, (T,A) are (N,U), (L, V ) or (M,W ) , while the products of the dual matrices are given

by (U1 U2)AB = U1
AC ΩCD U2

DB , (V1 V2)ab = V1a
c V2c

b and (W1 W2)ab = W1
ac ηcd W2

db .

Now let us come back to the introduction to minimal representations for classical

Lie algebras. There are several different approaches to minimal representations.4 Here, we

4See e.g. [37–47] and references therein for general introduction to minimal representation.
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and from the tracelessness of the gauge parameter, one can also conclude that the Killing

tensors are completely traceless:

∂ 2
U Ē(X,U) = 0 , ∂ 2

X Ē(X,U) = 0 , ∂U · ∂X Ē(X,U) = 0 . (2.7)

The generators of HS algebra are the duals of Ēa1b1, ... ,arbr and given by

(Ma1b1, ... ,arbr)(X,U) = X [a1 U b1] · · · X [ar U br] +X · U Sa1b1, ... ,arbr
1

+X2 Sa1b1, ... ,arbr
2 + U2 Sa1b1, ... ,arbr

3 , (2.8)

with arbitrary tensors Si due to the tracelessness of Ē : using such a freedom, one can choose

traceless Ma1b1, ... ,arbr . So far, we have not used any information coming from interactions

but just the field content, and we have determined only the vector-space structure of

HS algebra: the basis elements have the symmetry of the rectangular two-row O(D + 1)

diagrams,

Ma1b1, ... ,arbr ∼
◦
, (2.9)

that satisfy

M ... ,aibi, ... ,ajbj , ... = M ... ,ajbj , ... ,aibi, ... , M (a1b1), ... = 0 = M [a1b1,a2]b2, ... ,

ηa1a2 M
a1b1,a2b2, ... = 0 . (2.10)

The Lie-algebra bracket [[ , ]] of HS algebra is inherited from that of the gauge algebra as

δ(0)

[[ε1,ε2]]
= δ(0)

ε1 δ(1)
ε2 − δ(0)

ε2 δ(1)
ε1 , (2.11)

where δ(0)
ε and δ(1)

ε are respectively the first and second terms of the gauge transformation

(2.1). Hence, the bracket of HS algebra is entirely specified by the first-order interacting

terms tµ1···µs of the gauge transformations, and they are in turn fixed by the cubic inter-

action terms of the Lagrangian — see [59] for a recent related discussion. It is important

to note that the global symmetries close at the level of δ(1) :

δ(1)
ε̄1 δ(1)

ε̄2 − δ(1)
ε̄2 δ(1)

ε̄1 = δ(1)

[[ε̄1,ε̄2]]
+ (trivial part) , (2.12)

so that δ(1)
ε̄ provides the representation of HS algebra carried by the field content. Here,

(trivial part) means the transformations, either of the form of free gauge symmetry or

proportional to the free equations of motion. Moreover, this representation leaves the

quadratic action S(2) invariant: δ(1)
ε̄ S(2)[ϕ] = 0 , so is endowed with an invariant scalar

product, which is positive definite if the free action S(2) is unitary. Hence, for a unitary HS

theory, the representation of HS algebra given by δ(1)
ε̄ is also unitary. This condition, known

as admissibility condition [60, 61], turns out to be quite tight for a quest of candidate HS

algebras.

Another condition on HS algebra is the requirement that its spin-two part reproduce

Gravity. This condition fixes certain brackets of HS algebra. First, the spin-two part gives

the isometry algebra soD+1 :

[[Mab ,Mcd ]] = 2 (ηa[c Md]b − ηb[cMd]a) , (2.13)

– 5 –
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soN
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follow the coadjoint orbit method where minimal representation is given as the quantization

of the minimal nilpotent orbit. The coadjoint action of a Lie group G on the dual space g∗

of its Lie algebra g is defined by

(Coadg A)(T ) = A(g−1 T g) , (2.32)

where g, T andA are respectively any elements of G, g and g∗ . Each orbit under such actions

— coadjoint orbit — is an even dimensional subspace of g∗ with G-invariant symplectic

form. While there exists a continuum of semi-simple orbits, the number of nilpotent orbits

are finite. The semi-simple orbits and the principal nilpotent orbit — the unique dense

orbit of the nilpotent orbits — are given by a set of equations involving the dual of Casimir

operators. Hence, their dimension is dim g− rank g . The other nilpotent orbits have

smaller dimensions as they are defined by a larger number of polynomial equations. The

nilpotent orbit with minimum dimension — apart from the trivial orbit {0}— is also unique

and called the minimal orbit Omin(g) , which is what we are interested in. The minimal

orbits of classical Lie algebras are determined by the following quadratic equations [45] :

Omin(sp2N ) : UA[B UD]C = 0 ,

Omin(slN ) : V[a
b Vc]

d = 0 , (2.33)

Omin(soN ) : W a[bW cd] = 0 = W abWb
c ,

and can be parameterized by

UAB = uA uB ,

Va
b = v+a v

b
− [v+ · v− = 0] , (2.34)

W ab = w[a
+ wb]

− [wα · wβ = 0] .

From the above, one can deduce the dimensions of these minimal orbits as

g dim g rank g dimOprin(g) dimOmin(g)

sp2N N(2N + 1) N 2N2 2N

slN N2 − 1 N − 1 N(N − 1) 2(N − 1)

soN
N(N−1)

2

⌊
N
2

⌋ ⌈N(N−2)
2

⌉
2(N − 3)

where ⌊x⌋ = max{m ∈ Z |m ≤ x} and ⌈x⌉ = min{n ∈ Z |n ≥ x} . The kernel of the

minimal representation in the UEA is the Joseph ideal J (g) (the characteristic variety of

the Joseph ideal is the closure of the minimal orbit Omin(g)). Joseph ideal is the ideal of

UEA generated by certain elements in g⊙ g . In the case of classical Lie algebras, one can

equivalently consider the ideals of the tensor algebra generated by the relations [45] :

J (sp2N ) : NA[B ⊗NC]D +
!

2

(
ΩA[B NC]D + ΩD[B NC]A − ΩBC NAD

)

+
!2

2

(
ΩA[B ΩC]D − ΩBC ΩAD

)
∼ 0 ,

J (slN ) : L[a
b ⊗ Lc]

d + !

(
δ[a(β L

c]
d) + λ δ[a[b L

c]
d]

)
+ !

2 λ
2 − 1

4
δ[a[b δ

c]
d] ∼ 0 , (2.35)

J (soN ) : Ma[b ⊗Mcd] − ! ηa[b Mcd] ∼ 0 ∼ Mc(a ⊗Mb)
c − !

2 N − 4

2
ηab ,
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1-dim rep

sp2N

soN

: quadratic in N oscillator(-pair)s (metaplectic rep) 

slN

Therefore, the expansion coefficients,

NA1B1,...,AnBn , La1 ··· an
b1 ··· bn , Ma1b1,...,anbn , (2.43)

are the generators of hs(sp2N ) , hsλ(slN ) and hs(soN ), respectively. Due to the properties

of minimal orbits (2.33), these generators can be chosen to be traceless:

ΩA1A2 NA1B1,...,AnBn = 0 , δb1a1 L
a1 ···an
b1 ··· bn = 0 , ηa1a2 Ma1b1,...,anbn = 0 . (2.44)

We will use the symbol ⋆ for the product of hs(g) , which is defined by ⋆ := ⊗/∼ . Here,

∼ is the equivalence relation (2.35).

For a classical Lie algebra g , instead of using the explicit form of Joseph ideals, one

can rely on the reductive dual pairs to handle the algebraic structure of hs(g) : see [7, 8]

and [2] for the sl4 and soD+1 cases, respectively, and for more generalities see e.g. [42, 46]

and references therein. A reductive dual pair in the symplectic group Sp2N is a pair of

subgroups,

(G1 , G2 ) ⊂ Sp2N , (2.45)

which are centralizers of each other. Then, there is a bijection between two irreducible

representations π1 and π2 of G1 and G2 so that for any π1 (or π2) there exists at most one

π2 (or π1). The minimal representations of slN and soN can be obtained from that of sp2N
by considering the dual pairs,

(G1 , G2 ) = (GL1 , GLN ) and (Sp2 , ON ) , (2.46)

respectively. For the former case, we take the representation of GL1 labeled by λ — so we

can see again that the minimal representation of slN has one-parameter family. For the

latter case, we take the trivial representation of Sp2 . In the following, we review how one

can deal with the explicit structures of HS algebras using such dual pair correspondences.

hs(sp2N) Notice first that the minimal representation of sp2N is the metaplectic repre-

sentation described by oscillators yA :

NAB = yA yB , (2.47)

endowed with the Moyal ⋆ product,

(f ⋆ g)(y) = exp

(
1

2
ΩAB ∂yA ∂zB

)
f(y) g(z)

∣∣∣
z=y

. (2.48)

Hence, hs(sp2N ) is generated by polynomials of yA yB, that is, the space of all even-order

polynomials in yA:

NA1B1,...,AnBn = yA1 yB1 · · · yAn yBn , (2.49)

and the generating function N(U) (2.39) becomes a Gaussian,

N(U) = exp

(
1

2
yA UAB yB

)
. (2.50)

In this case, the product of hs(sp2N ) coincides with the Moyal product: ⋆ = ⋆ .
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1 Introduction

Bekaert:[? ][? ][? ]

Similarly to the standard HS algebra involving only Killing tensors of symmetric mass-

less HS fields, we begin with the universal enveloping algebra (UEA) of so(2, D � 1) . Let

us remind that the symmetric massless HS algebra is obtained as the coset,

hs = U
.✓

�
◆
, (1.1)

where U denotes the UEA while (—) denotes the Joseph ideal, generated by two class of

elements in so(2, D � 1)� so(2, D � 1) :

J
ab

:= M(a
c �M

b)c �
⌘
ab

D + 1
M cd �M

cd

⇠ , J
abcd

:= M[ab �M
cd] ⇠ . (1.2)

This procedure determines all the Casimir operators of so(2, D � 1), and in particular the

quadratic Casimir becomes

C2 :=
1

2
M

ab

�M ba = �(D + 1)(D � 3)

4
. (1.3)

Let us now consider deformations of the above construction where we take an ideal gener-

ated by only one between J
ab

and J
abcd

. In such cases, the quadratic Casimir C2 remains

arbitrary while the other Casimirs are fixed as functions of C2 . Hence, one can take a

further quotient with C2 � ⌫ . In this way, we have two ideals labeled by a parameter ⌫ as

I(⌫) =
✓

� (C2 � ⌫)

◆
, J (⌫) =

⇣
� (C2 � ⌫)

⌘
. (1.4)

Since these ideals contains less element than the Joseph ideal, the corresponding coset

algebras contain more generators than the original one. In fat, such algebras have already

been investigated in [? ] and [? ], respectively. In below we review those constructions as

well as some new discussions.

2 Partially-massless and mixed-symmetry HS fields

2.1 Partially-massless fields and their global symmetries

2.2 Mixed-symmetry fields and their global symmetries

3 Coset realizations

3.1 Partially-massless algebra

Let us begin with the coset algebra,

A(⌫) = U/ I(⌫) . (3.1)

The ideal generated by J
abcd

contains all GL(2, D� 1)-tensors in U having more than two

rows, hence the algebra A(⌫) is spanned by the generators which have the symmetry of
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A

two-row GL(2, D � 1) Young diagrams. When decomposed into the traceless O(2, D � 1)

tensors, it is given by

A(⌫) '
1M

p=0

K
p

, (3.2)

where K
p

are the vector space of the Killing tensors associated with the partially-massless

field of depth t = 2p+ 1 and of any spin :

K
p

=
1M

r=2p

r

r�2p 2p . (3.3)

Hence, the generators of A(⌫) are not only the massless Killing tensors K0 but also the

partially-massless ones K
p�1 .

When ⌫ takes the following discrete values:

⌫
`

= �(D � 1� 2 `)(D � 1 + 2 `)

4
. (3.4)

the algebra A(⌫
`

) develops ideals as

A(⌫
`

) = p

`

�A
`

, (3.5)

where each parts are

p

`

'
`�1M

p=0

K
p

, A
`

'
1M

p=`

K
p

. (3.6)

The algebra p

`

can be obtained directly from U as the coset,

p

`

= U/ I
`

, (3.7)

where the ideal I
`

is given by

I
`

=

✓
2` �

◆
. (3.8)

The partially-massless algebra p

`

corresponds to the following nilpotent orbit:

W (a1
b1 W

c1
d1 · · · W a`

b`
W c`)

d`
⌘b1d1 · · · ⌘b`d` = 0 , W a[bW cd] = 0 , (3.9)

The coset algebra p

`

corresponds in fact to the symmetry algebra of the `-th power of

Laplacian operator, or in other words the symmetry of higher-derivative theory of scalar

field in D � 1 dimensions given by the action:

S[�] =

Z
dD�1x�⇤` � . (3.10)

This symmetry has been studied for ` = 1, 2 in [? ? ] and for arbitrary positive integers

` in [? ]. The aspect of holographic correspondence has been also explored recently in [?

]. In the later sections, we show also how these algebras can be obtained using the Howe

duality starting from the vector oscillators. ..
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1 Introduction

Bekaert:[? ][? ][? ]

Similarly to the standard HS algebra involving only Killing tensors of symmetric mass-

less HS fields, we begin with the universal enveloping algebra (UEA) of so(2, D � 1) . Let

us remind that the symmetric massless HS algebra is obtained as the coset,

hs = U
.✓

�
◆
, (1.1)

where U denotes the UEA while (—) denotes the Joseph ideal, generated by two class of

elements in so(2, D � 1)� so(2, D � 1) :

J
ab

:= M(a
c �M

b)c �
⌘
ab

D + 1
M cd �M

cd

⇠ , J
abcd

:= M[ab �M
cd] ⇠ . (1.2)

This procedure determines all the Casimir operators of so(2, D � 1), and in particular the

quadratic Casimir becomes

C2 :=
1

2
M

ab

�M ba = �(D + 1)(D � 3)

4
. (1.3)

Let us now consider deformations of the above construction where we take an ideal gener-

ated by only one between J
ab

and J
abcd

. In such cases, the quadratic Casimir C2 remains

arbitrary while the other Casimirs are fixed as functions of C2 . Hence, one can take a

further quotient with C2 � ⌫ . In this way, we have two ideals labeled by a parameter ⌫ as

I(⌫) =
✓

� (C2 � ⌫)

◆
, J (⌫) =

⇣
� (C2 � ⌫)

⌘
. (1.4)

Since these ideals contains less element than the Joseph ideal, the corresponding coset

algebras contain more generators than the original one. In fat, such algebras have already

been investigated in [? ] and [? ], respectively. In below we review those constructions as

well as some new discussions.

2 Partially-massless and mixed-symmetry HS fields

2.1 Partially-massless fields and their global symmetries

2.2 Mixed-symmetry fields and their global symmetries

3 Coset realizations

3.1 Partially-massless algebra

Let us begin with the coset algebra,

A(⌫) = U/ I(⌫) . (3.1)

The ideal generated by J
abcd

contains all GL(2, D� 1)-tensors in U having more than two

rows, hence the algebra A(⌫) is spanned by the generators which have the symmetry of
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even D

odd D

Bwhich cannot be interpreted as a Killing tensor of massless HS field.2 To get a sensible HS

algebra, such an element must be absent, or equivalently one should quotient B(⌫) with

the ideal generated by that element. This happens when ⌫ satisfies the equation,

(⌫ � ⌫2) · · · (⌫ � ⌫
D/2) = 0 , (3.17)

where ⌫
k

are given by

⌫
k

=
D + 1

2
(k � 1)

✓
k � D + 1

2

◆
. (3.18)

The two ends, ⌫2 and ⌫
D/2, of the solutions are particular: the former corresponds to the

symmetry of the scalar singleton, namely Rac, whereas the latter is the symmetry of the

spinor singleton, namely Di.

[[ Discuss other ⌫
k

’s ]]

[[ Dualization ]]

Odd dimensions D

In odd D dimensions, the algebra is more interesting since its underlying representation

is actually the conformal field (or singleton) representation of so(2, D � 1) (see [? ] for a

review). Such representations are described by the (h, . . . , h) representation of so(D � 1)

with the lowest weight � = h+ D�3
2 :

[h]

[h]

D�1
2 . (3.19)

This reduces the maximal height of the Young diagram to n + 1 , and for even n the

generator with the maximum height has only half independent components as they are

related to themselves by Levi-civita tensor. The explicit link to B(⌫) is given by the

relation:

⌫(h) =
D + 1

2
(h� 1)

✓
h+

D � 3

2

◆
. (3.20)

The algebra B(⌫) decomposes into

B(⌫) = B[+�]� B[��] , (3.21)

where B[�] can be obtained as a coset algebra of the UEA. To see this point more clearly,

let us divide the cases:

• When D = 4m+1 , the algebra B[�] can be obtained by quotienting U with the ideal

generated by J
ab

and J�

a1b1···am+1bm+1
:

J�

a1b1···am+1bm+1
= M[a1b1 � · · ·�M

am+1bm+1] +

+(#)� ✏
a1b1···am+1bm+1c1d1···cmdm M c1d1 � · · ·�M cmdm , (3.22)

2In principle, such a Killing tensor might be interpreted as the symmetry of a topological HS field, or

after dualization, as those of the partially-massless one. However, we shall not consider this interpretation.
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generated by J
ab

and J�

a1b1···am+1bm+1
:

J�

a1b1···am+1bm+1
= M[a1b1 � · · ·�M

am+1bm+1] +

+(#)� ✏
a1b1···am+1bm+1c1d1···cmdm M c1d1 � · · ·�M cmdm , (3.22)

2In principle, such a Killing tensor might be interpreted as the symmetry of a topological HS field, or

after dualization, as those of the partially-massless one. However, we shall not consider this interpretation.
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3.2 Mixed-symmetry algebra

Let us turn to the coset algebra,

B(⌫) = U/J (⌫) , (3.11)

which has been explored in [? ].1 The vector space of the algebra is given by

B(⌫) '
1M

r=0

L
r

, (3.12)

where L
r

is the space of the Killing tensors whose the first row is of length r . For the later

use, we decompose L
r

as

L
r

=
rM

s=0

L
r,s

, (3.13)

where L
r1,r2 is the space of Killing tensors defined by

L
r1,r2 =

r2M

r3=0

· · ·
rn�1M

rn=0

r1
r1

r2
r2

rn
rn

. (3.14)

Here, n = [(D + 1)/2] , and the diagrams whose first two columns have more than D + 1

boxes are absent. Let us also note that the above Killing tensor is associated with the

mixed symmetry fields of the type:

r1+1
r2
r2

rn
rn

. (3.15)

In the following, we analyze more closely this algebra by considering separately even and

odd dimensions D .

Even dimensions D

Notice that in even D dimensions the algebra includes the generator:

D . (3.16)

1In [? ], the algebra was denoted by hs(⌫) , but here we use the notation B(⌫) to avoid a possible

confusion with other algebras.
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the deformation parameter � is related to the helicity as

� = h+m� 1 , (3.23)

and B[±�] are isomorphic to each other by ...

• When D = 4m+ 3 , the algebra B[�] an be obtained as the coset of U with the ideal

generated by J
ab

and J�

a1b1···am+2bm+2
:

J�

a1b1···am+2bm+2
= M[a1b1 � · · ·�M

am+2bm+2] +

+(#)� ✏
a1b1···am+2bm+2c1d1···cmdm M c1d1 � · · ·�M cmdm , (3.24)

the deformation parameter � is related to the helicity as

� = (h+m� 1)(h+m) , (3.25)

and B[±�] are isomorphic to each other by ...

[[[ halfening of generators by dualization!!!]]]

Moreover, one can show that B[�] develops ideals for any half-integer values of h 2 N/2 ,
as

B[�
h

] = f

h

�m

h

� B
h

, (3.26)

where each parts are

f

h

'
2h�2M

r=0

L
r

, m

h

'
1M

r1=2h�1

min{r1,2h}M

r2=0

L
r1,r2 , (3.27)

B
h

'
1M

r1=2h+1

r1M

r2=2h+1

L
r1,r2 . (3.28)

Notice that f

h

— which exists for h � 1 — are finite dimensional algebras given by a

real form of gl

N

where N corresponds to the dimensionality of the non-unitary finite-

dimensional representation of so(2, D�1) . On the other hand, m
h

are infinite dimensional

algebras associated with the unitary representation of so(2, D� 1) . These algebras can be

also obtained directly from U as the cosets,

f

h

= U/J
h

, f

h

�m

h

= U/J 0
h

, (3.29)

where the ideals J
h

and J 0
h

are given by

J
h

=
⇣

� 2h�1
⌘
, J 0

h

=

 
�

2h+1
!
. (3.30)

The mixed-symmetry algebra m

h

corresponds to the following nilpotent orbit:

W abW
b

c = 0 , W a[bW cd]...... = 0 , (3.31)
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which cannot be interpreted as a Killing tensor of massless HS field.2 To get a sensible HS

algebra, such an element must be absent, or equivalently one should quotient B(⌫) with

the ideal generated by that element. This happens when ⌫ satisfies the equation,

(⌫ � ⌫2) · · · (⌫ � ⌫
D/2) = 0 , (3.17)

where ⌫
k

are given by

⌫
k

=
D + 1

2
(k � 1)

✓
k � D + 1

2

◆
. (3.18)

The two ends, ⌫2 and ⌫
D/2, of the solutions are particular: the former corresponds to the

symmetry of the scalar singleton, namely Rac, whereas the latter is the symmetry of the

spinor singleton, namely Di.

[[ Discuss other ⌫
k

’s ]]

[[ Dualization ]]

Odd dimensions D

In odd D dimensions, the algebra is more interesting since its underlying representation

is actually the conformal field (or singleton) representation of so(2, D � 1) (see [? ] for a

review). Such representations are described by the (h, . . . , h) representation of so(D � 1)

with the lowest weight � = h+ D�3
2 :

[h]

[h]

D�1
2 . (3.19)

This reduces the maximal height of the Young diagram to n + 1 , and for even n the

generator with the maximum height has only half independent components as they are

related to themselves by Levi-civita tensor. The explicit link to B(⌫) is given by the

relation:

⌫(h) =
D + 1

2
(h� 1)

✓
h+

D � 3

2

◆
. (3.20)

The algebra B(⌫) decomposes into

B(⌫) = B[+�]� B[��] , (3.21)

where B[�] can be obtained as a coset algebra of the UEA. To see this point more clearly,

let us divide the cases:

• When D = 4m+1 , the algebra B[�] can be obtained by quotienting U with the ideal

generated by J
ab

and J�

a1b1···am+1bm+1
:

J�

a1b1···am+1bm+1
= M[a1b1 � · · ·�M

am+1bm+1] +

+(#)� ✏
a1b1···am+1bm+1c1d1···cmdm M c1d1 � · · ·�M cmdm , (3.22)

2In principle, such a Killing tensor might be interpreted as the symmetry of a topological HS field, or

after dualization, as those of the partially-massless one. However, we shall not consider this interpretation.
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Vasiliev; Bekaert, Grigoriev

1 Introduction

Bekaert:[? ][? ][? ]

Similarly to the standard HS algebra involving only Killing tensors of symmetric mass-

less HS fields, we begin with the universal enveloping algebra (UEA) of so(2, D � 1) . Let

us remind that the symmetric massless HS algebra is obtained as the coset,

hs = U
.✓

�
◆
, (1.1)

where U denotes the UEA while (—) denotes the Joseph ideal, generated by two class of

elements in so(2, D � 1)� so(2, D � 1) :

J
ab

:= M(a
c �M

b)c �
⌘
ab

D + 1
M cd �M

cd

⇠ , J
abcd

:= M[ab �M
cd] ⇠ . (1.2)

This procedure determines all the Casimir operators of so(2, D � 1), and in particular the

quadratic Casimir becomes

C2 :=
1

2
M

ab

�M ba = �(D + 1)(D � 3)

4
. (1.3)

Let us now consider deformations of the above construction where we take an ideal gener-

ated by only one between J
ab

and J
abcd

. In such cases, the quadratic Casimir C2 remains

arbitrary while the other Casimirs are fixed as functions of C2 . Hence, one can take a

further quotient with C2 � ⌫ . In this way, we have two ideals labeled by a parameter ⌫ as

I(⌫) =
✓

� (C2 � ⌫)

◆
, J (⌫) =

⇣
� (C2 � ⌫)

⌘
. (1.4)

Since these ideals contains less element than the Joseph ideal, the corresponding coset

algebras contain more generators than the original one. In fat, such algebras have already

been investigated in [? ] and [? ], respectively. In below we review those constructions as

well as some new discussions.

2 Partially-massless and mixed-symmetry HS fields

2.1 Partially-massless fields and their global symmetries

2.2 Mixed-symmetry fields and their global symmetries

3 Coset realizations

3.1 Partially-massless algebra

Let us begin with the coset algebra,

A(⌫) = U/ I(⌫) . (3.1)

The ideal generated by J
abcd

contains all GL(2, D� 1)-tensors in U having more than two

rows, hence the algebra A(⌫) is spanned by the generators which have the symmetry of
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