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Dual Pair Correspondence

• Spinor-helicity formulation


• Twistor theory


• Unfolded formulation

• Reductive dual pair 
correspondence (Howe duality) 


• Roger Howe 

   (1976, published in 1989) 


• Theta correspondence

• Oscillator Realizations of Lie groups


• “Good and Old”


• Importance in Physics and Mathematics



Our original motivations
• Spinor-helicity formulation


• Massive and (A)dS generalizations 


• Other dimensions


• Higher spin business


• Any d (partially-massless) higher spin algebras


• Relevant representations (minimal representations etc)  



Oscillator realization
• Jordan-Schwinger map (1935)


• SU(2)


• U(1) (number operator)


• 1-to-1 correspondence 


• SU(2) irrep j  ↔  U(1) irrep 2j

1 Introduction

The reductive dual pair correspondence, also known as Howe duality [1, 2], provides a useful

mathematical framework to study a physical system, allowing for a straightforward analysis

of its symmetries and spectrum. It finds applications in a wide range of subjects from low

energy physics — such as in condensed matter physics, quantum optics and quantum

information theory — to high energy physics — such as in twistor theory, supergravity,

conformal field theories, scattering amplitudes and higher spin field theories. Despite its

importance, the dual pair correspondence, as we will simply refer to it, is not among the

most familiar mathematical concepts in the theoretical physics community, and particularly

not in those of field and string theory, where it nevertheless appears quite often, either

implicitly, or as an outcome of the analyses. For this reason, many times when the dual pair

correspondence makes its occurrence in the physics literature, its role often goes unnoticed

or is not being emphasized, albeit it is actually acting as an underlying governing principle.

In a nutshell, the dual pair correspondence is about the oscillator realization of Lie

algebras. In quantum physics, oscillators realizations — that is, the description of physical

systems in terms of creation and annihilation operators, a and a† — are ubiquitous, and

their use in algebraically solving the quantum harmonic oscillator is a central and standard

part of any undergraduate physics curriculum. Oscillator realizations are more generally

encountered in many contemporary physical problems. It can therefore be valuable to study

their properties in a more general and broader mathematical framework. The dual pair

correspondence provides exactly such a framework, applicable to many unrelated physical

problems.

The first oscillator realization of a Lie algebra was given by Jordan in 1935 [3] to

describe the relation between the symmetric and the linear groups. This so-called Jordan–

Schwinger map was used much later by Schwinger to realize the su(2) obeying angular

momentum operators1 in terms of two pairs of ladder operators, a, a† and b, b†, as follows

J3 =
1

2
(a†a� b†b) , J+ = a† b , J� = b† a , (1.1)

thereby finding a gateway to construct all irreducible representation of su(2) in terms of two

uncoupled quantum harmonic oscillators. The spin-j representations then simply become

the states with excitation number 2j :

N = a† a+ b† b , N | ji = 2j | ji . (1.2)

When su(2) is realized as above, there emerges another Lie algebra, u(1) — generated by the

number operator N — which is not a subalgebra of the su(2). Uplifting this to Lie groups,

we find that the spin-j representations of SU(2) are in one-to-one correspondence with

1In this section, we mention several important works which went before the dual pair correspondence.

Our intention, however, is not to select the most important contributions, but rather to illustrate the

historical development of oscillator realizations and the dual pair correspondence in physics.
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Dual Pair Correspondence
• N set of oscillators  ➔  Heisenberg Group HN  ➔  Sp(2N,R)


• Metaplectic representation W  (Weil-Segal-Shale)


• Double cover of Sp(2N,R)


• Sp(2,R)≅SU(1,1)≅SL(2,R) : double cover of SO(1,2) 



Dual Pair Correspondence
• Reductive dual pair ( G , G’ )


• Reductive subgroups in Sp(2N,R)


• Mutual centralizers  [ g , g’ ]=0


• Restriction of W to G x G’ :


•

• Finite-dimensional irreducible representations of the (double-cover of the) compact

Lie groups G = U(N), O(N) or Sp(N), will be denoted by [`, �]G, where ` is a Young

diagram, and � 2 1
2Z is a half-integer such that

(`1 + �, . . . , `N + �) , (1.16)

is the highest weight of the representation. Here, `p+1 = · · · = `N = 0 for the

Young diagram ` with height p. The correspondence between these highest weight

representations and tensors with symmetry of the Young diagram ` is reviewed in

Appendix A.

• Infinite-dimensional irreducible representations of a non-compact Lie group G of low-

est weight type will be denoted by

DG

�
`1, . . . , `rank(G)) , (1.17)

where `k are the components of the lowest weight defining the representation. If the

group G has the same rank as its maximal compact subgroup K, we will combine

this notation with the previous one as

DG

�
[`, �]K

�
. (1.18)

2 Generalities of the reductive dual pair correspondence

A reductive dual pair (G,G0) ⇢ Sp(2N,R) consists of two subgroups, G and G0, of

Sp(2N,R) which are centralizers of each other and act reductively on R
2N , meaning that

they consist of those elements in Sp(2N,R), which reduce completely R
2N into irreducible

parts invariant under the subgroup elements. In other words, when realized as 2N⇥2N real

matrices, reductive subgroups are those having block-diagonal elements, with each block

being an irreducible representation of the subgroup. (Recall that Sp(2N,R) is the group

of linear transformations of R2N preserving the symplectic form ⌦AB xA yB, and hence the

space R
2N carries the defining representation of Sp(2N,R).)

A central result due to Howe [1, 2] is that the restriction of the metaplectic represen-

tation W of Sp(2N,R), to be discussed below, to G ⇥ G0 establishes a bijection between

representations of G and those of G0 appearing in the decomposition of W. More precisely,

W can be decomposed as

W |G⇥G0 =
M

⇣2⌃G

W

⇡G(⇣)⌦ ⇡G0
�
✓(⇣)

�
, (2.1)

where ⇡G(⇣) and ⇡G0
�
✓(⇣)

�
are irreducible representations (irreps) of G and G0 labeled by

⇣ and ✓(⇣) , respectively. The map,

✓ : ⌃G

W �! ⌃G
0

W ,

⇣ 7�! ✓(⇣) , (2.2)
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defines a bijection between a set ⌃G

W of G irreps and the corresponding set ⌃G
0

W of G0

irreps. In other words, each G representation appears only once in ⌃G

W and is paired with

a unique G0 representation in ⌃G
0

W , and vice-versa. As a consequence, the representation

⇡G(⇣) occurs with multiplicity dim⇡G0
�
✓(⇣)

�
, and similarly for ⇡G0

�
✓(⇣)

�
:

multW(⇡G(⇣)
�
= dim ⇡G0

�
✓(⇣)

�
, multW

⇣
⇡G0

�
✓(⇣)

�⌘
= dim ⇡G(⇣) . (2.3)

More details can be found, e.g. in the review articles [28, 70], or in the textbooks [71, 72]

(where Howe duality is presented within the broader context of duality in representation

theory).

2.1 Metaplectic representation

The metaplectic representation W of Sp(2N,R) is known under di↵erent names, such as

the harmonic representation, the Segal–Shale–Weil representation or simply the oscillator

representation [23–25]. This representation can be realized as a Fock space, which is

generated by the free action of creation operators a†
i
with i = 1, . . . , N on a vacuum state

|0i, which, by definition, is annihilated by the annihilation operators ai :

W = spanC
�
a†
i1
. . . a†

ik
|0i, k 2 N

 
, [ai, a

†
j
] = �ij , ai|0i = 0 . (2.4)

This infinite-dimensional space carries an irreducible and unitary representation of the

order N Heisenberg algebra, whose generators are represented by the N pairs of creation

and annihilation operators, as well as the identity (representing its center). Moreover, the

operators bilinear in ai and a†
i
provide a representation of the Lie algebra sp(2N,R) of the

symplectic group Sp(2N,R). More precisely, the operators,

Kij = a†
i
a†
j
, Ki

j =
1
2 {a

†
i
, aj} = a†

i
aj +

1
2 �ij , Kij = �ai aj , (2.5)

satisfy the commutation relations of sp(2N,R), i.e.

[Ki
j ,K

k
l] = �kj K

i
l � �il K

k
j , [Kij ,Kkl] = 4 �(i(k K

j)
l) , (2.6)

[Ki
j ,Kkl] = �2 �i(k Kl)j , [Ki

j ,K
kl] = 2 �(k

j
K l)i . (2.7)

In this basis, the operators Ki
i (where no summation is implied) generate a Cartan

subalgebra while the operators Kij and Kk
l with k < l correspond to lowering operators,

and the remaining ones to raising operators. The metaplectic representation is a direct

sum of two sp(2N,R) lowest weight representations,

W = DSp(2N,R)(
1
2 ,

1
2 , . . . ,

1
2)�DSp(2N,R)(

3
2 ,

1
2 , . . . ,

1
2) . (2.8)

The vacuum |0i and a†1 |0i are the lowest weight vectors of the above two representa-

tions with weight (12 ,
1
2 , . . . ,

1
2) and (32 ,

1
2 , . . . ,

1
2), respectively. Repeated action of rais-

ing operators on these vectors makes up the representations DSp(2N,R)(
1
2 ,

1
2 , . . . ,

1
2) and
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Historical digression 1/3

• Wigner (1937): (U(4),U(N)),  Racah (1943): (Sp(N),Sp(M))


• Nuclear physics: Interacting boson model, Nuclear shell 
model, etc


• Dynamical group, Spectrum generating group, etc


• Review: Rowe, Carvalho and Repka, 

“Dual pairing of symmetry groups and 
dynamical groups in physics”, 1207.0148


• Coherent state physics (1970s~)



Historical digression 2/3

• Oscillator representations of non-compact Lie groups 

• SO(1,d):  Dirac (1944), “expansor” 


• SO(1,3):  Harish-Chandra (1947), “expinor”


• SO(2,3):  Dirac (1963), “Remarkable representation”


• SO(2,4):  Kursunoglu (1962), Mack-Todorov (1969), …


• SU(2,2|N), OSp(N|4,R), OSp(8*|N): Gunaydin et al (1980s)



Historical digression 3/3

• Higher spin (HS) gravity 

• Spinorial AdS4 : (Fradkin-)Vasiliev (1988-1992)


• Spinorial AdS5 & AdS7 : Sezgin-Sundell (2001 & 2002)


• Vectorial AdSd+1 : Vasiliev (2003)


• Many related works : Alkalaev, Bekaert, Boulanger, Mkrtchyan, 
Grigoriev, Iazeolla, Skvortsov, Sundell, …


• Dual pair correspondences (in Mathematics) 

• Explicit analysis of classical Lie groups in 1990s~



Irreducible Dual Pairs
• Any dual pair             has the form,

Even though the above relation is a very familiar one, it helps to simplify the description of

representations in several cases: a certain complicated state | i in the Fock space becomes

simple as wave function hx| i, and vice-versa. Another useful description is provided by the

Bargmann–Segal realization, wherein the states are holomorphic functions in C
N , which

are square integrable with respect to a Gaussian measure. In this realization, the creation

operators simply act as multiplication z while the annihilation operators act as derivatives

with respect to these variables, i.e.

a†
i
= zi , ai =

@

@zi
. (2.33)

The connection to the Schrödinger realization is made by an integral transform, called the

Bargmann–Segal transform [73, 74].

2.2 Irreducible reductive dual pairs

For a given embedding group Sp(2N,R), we can find many inequivalent dual pairs. Any

reductive dual pair (G,G0) has the form,

G = G1 ⇥G2 ⇥ · · ·⇥Gp , G0 = G0
1 ⇥G0

2 ⇥ · · ·⇥G0
p , (2.34)

where each couple (Gk, G0
k
) is one of the irreducible dual pairs listed in Table 1 and em-

bedded in a symplectic group Sp(2Nk,R) such that N1+ · · ·+Np = N . Moreover, one can

distinguish between two types of dual pairs: the first one is a real form of (GLM , GLN ) ⇢
Sp(2MN,R) while the second one is a real form of (ON , Sp2M ) ⇢ Sp(2MN,R). For in-

stance, in Sp(2N,R) one can find the irreducible pair
�
U(N), U(1)

�
, which is an example

of the first type, or the irreducible pair
�
O(N), Sp(2,R)

�
, which is an example of the sec-

ond type. Accordingly, the pair
�
O(N �m) ⇥ U(m), Sp(2,R) ⇥ U(1)

�
is an example of a

reducible dual pair in Sp(2N,R) for m = 1, . . . , N .

Embedding group (G,G0) (K,K0)

Sp(2MN,R)
�
GL(M,R), GL(N,R)

� �
O(M), O(N)

�

Sp(4MN,R)
�
GL(M,C), GL(N,C)

� �
U(M), U(N)

�

Sp(8MN,R)
�
U⇤(2M), U⇤(2N)

� �
Sp(M), Sp(N)

�

Sp(2(M+ +M�)(N+ +N�),R)
�
U(M+,M�), U(N+, N�)

� �
U(M+)⇥ U(M�), U(N+)⇥ U(N�)

�

Sp(2M(N+ +N�),R)
�
O(N+, N�), Sp(2M,R)

� �
O(N+)⇥O(N�), U(M)

�

Sp(4MN,R)
�
O(N,C), Sp(2M,C)

� �
O(N), Sp(M)

�

Sp(4N(M+ +M�),R)
�
O⇤(2N), Sp(M+,M�)

� �
U(N), Sp(M+)⇥ Sp(M�)

�

Table 1. List of all possible irreducible reductive dual pairs (G,G0) embedded in metaplectic
groups and their respective maximal compact subgroups (K,K 0).

Often irreducible dual pairs are classified, using another criterion, again into two types:

the type II if there exists a Lagrangian subspace in R
2N left invariant under both of G and
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representations in several cases: a certain complicated state | i in the Fock space becomes

simple as wave function hx| i, and vice-versa. Another useful description is provided by the

Bargmann–Segal realization, wherein the states are holomorphic functions in C
N , which

are square integrable with respect to a Gaussian measure. In this realization, the creation

operators simply act as multiplication z while the annihilation operators act as derivatives

with respect to these variables, i.e.

a†
i
= zi , ai =

@

@zi
. (2.33)

The connection to the Schrödinger realization is made by an integral transform, called the

Bargmann–Segal transform [73, 74].
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of the first type, or the irreducible pair
�
O(N), Sp(2,R)

�
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Irreducible Dual Pairs
• ( GLM, GLN )


• ( ON , Sp2M )

3 Dual pairs of type (GLM , GLN)

Let us describe the dual pair (GLM , GLN ) ⇢ Sp(2MN,R) in detail. Since it is embedded

in Sp(2MN,R), we introduce MN pairs of conjugate operators

(!I

A , !̃A

I ) , A = 1, . . . ,M , I = 1, . . . , N , (3.1)

which obey the canonical commutation relations

[!I

A, !̃
B

J ] = �BA �IJ , [!I

A ,!J

B] = 0 = [!̃A

I , !̃
B

J ] . (3.2)

The GLM and GLN groups are generated respectively by

XA
B = UW(XA

B) =
1

2
{!̃A

I ,!
I

B} = !̃A

I !I

B +
N

2
�AB ,

RI
J = UW(RI

J) =
1

2
{!̃A

I ,!
J

A} = !̃A

I !J

A +
M

2
�JI , (3.3)

where UW is the metaplectic representation, and XA
B and RI

J are the matrices with com-

ponents (XA
B)CD = �A

C
�D
B

and (RI
J)KL = �K

I
�J
L
generating GLM and GLN respectively.

Notice that when GLM and GLN are realized as above, a specific ordering of ! and

!̃ is chosen, namely the Weyl ordering. If we do not embed the pair (GLM , GLN ) in

Sp(2MN,R), one could take di↵erent orderings in each of the groups, leading to di↵er-

ent factors of �A
B

and �J
I

(shift constants) in (3.3). Here, the embedding of the pair in

Sp(2MN,R) singles out a unique ordering, which fixes the shift constants, such that the

diagonal GL1 subgroups of the GLM and GLN coincide; i.e.

Z := XA
A = RI

I =
1

2
{!I

A, !̃
A

I } = !̃A

I !I

A +
M N

2
, (3.4)

which is a number operator with a constant shift.

Various real forms of GLM and GLN can be chosen by assigning di↵erent reality

conditions to the operators !I

A
and !̃A

I
. Such conditions can be straightforwardly deduced

from the anti-involution � associated with each real form by asking that

UW(XA
B)

† = UW(�(XA
B)) , UW(RI

J)† = UW(�(RI
J)) . (3.5)

See Appendix B for the expressions of � for each real forms. In the following, we describe

all such real forms by introducing their oscillator realizations.

3.1
�
GL(M,R), GL(N,R)

�
⇢ Sp(2MN,R)

To single out the real forms GL(M,R) and GL(N,R), we impose the following reality

conditions on XA
B and RI

J

(XA
B)

† = �XA
B , (RI

J)† = �RI
J , (3.6)
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4 Dual pairs of type (ON , Sp2M)

To describe the dual pairs (ON , Sp2M ) ⇢ Sp(2NM,R) in detail, we consider again MN

pairs of operators. In this case, it is more convenient to use 2MN operators without

explicitly pairing them, which we denote by

yIA , A = 1, . . . , N , I = 1, . . . , 2M , (4.1)

and which satisfy

[yIA, y
J

B] = EAB ⌦IJ , (4.2)

where EAB and ⌦IJ are symmetric and antisymmetric invertible matrices of dimension

N and 2M , respectively. Then, the reductive subgroups ON and Sp2M are generated

respectively by

MAB = UW(MAB) = ⌦IJ y
I

[A yJ
B] , KIJ = UW(KIJ) = EAB y(I

A
yJ)
B

, (4.3)

where UW is the metaplectic representation, and MAB and KIJ are the matrices with

components (MAB)CD = 2 �C[A �D
B] and (KIJ)KL = 2 �(I

K
�J)
L

generating ON and Sp2M . The

commutation relations of MAB are

[MAB,MCD] = 2
�
ED[AMB]C � EC[AMB]D

�
, (4.4)

whereas those of KIJ are

[KIJ ,KKL] = 2
�
⌦I(K KL)J + ⌦I(K KL)J

�
. (4.5)

Note here that we have not specified the signature of the flat metric EAB. Clearly, at

the level of the complex Lie algebra, di↵erent EAB can be all brought to the form �AB

by suitably redefining the y-operators. We leave the ambiguity of EAB at this stage since

there is a preferable choice of EAB in each real form of ON to obtain a compact expression

of their generators.

Various real forms of ON and Sp2M can be chosen by assigning di↵erent reality con-

ditions to the operators yI
A
. Such conditions can be straightforwardly deduced from the

anti-involution �̃ associated with each real form by asking

UW(MAB)
† = UW(�̃(MAB)) , UW(KIJ)† = UW(�̃(KIJ)) . (4.6)

See Appendix B for the expression of �̃ in each real forms. In the following, we describe

all such real forms by introducing their oscillator realizations.

4.1
�
O(N+, N�), Sp(2M,R)

�
⇢ Sp(2M(N+ +N�),R)

To identify the real forms O(N+, N�) and Sp(2M,R), we set EAB = ⌘AB, the flat metric

of signature (N+, N�), and require that the generators MAB and KIJ satisfy the reality

conditions,

(MAB)
† = �MAB , (KIJ)† = JIK KKL JLJ , (4.7)
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3 Dual pairs of type (GLM , GLN)

Let us describe the dual pair (GLM , GLN ) ⇢ Sp(2MN,R) in detail. Since it is embedded

in Sp(2MN,R), we introduce MN pairs of conjugate operators

(!I

A , !̃A

I ) , A = 1, . . . ,M , I = 1, . . . , N , (3.1)

which obey the canonical commutation relations

[!I

A, !̃
B

J ] = �BA �IJ , [!I

A ,!J

B] = 0 = [!̃A

I , !̃
B

J ] . (3.2)

The GLM and GLN groups are generated respectively by

XA
B = UW(XA

B) =
1

2
{!̃A

I ,!
I

B} = !̃A

I !I

B +
N

2
�AB ,

RI
J = UW(RI

J) =
1

2
{!̃A

I ,!
J

A} = !̃A

I !J

A +
M

2
�JI , (3.3)

where UW is the metaplectic representation, and XA
B and RI

J are the matrices with com-

ponents (XA
B)CD = �A

C
�D
B

and (RI
J)KL = �K

I
�J
L
generating GLM and GLN respectively.

Notice that when GLM and GLN are realized as above, a specific ordering of ! and

!̃ is chosen, namely the Weyl ordering. If we do not embed the pair (GLM , GLN ) in

Sp(2MN,R), one could take di↵erent orderings in each of the groups, leading to di↵er-

ent factors of �A
B

and �J
I

(shift constants) in (3.3). Here, the embedding of the pair in

Sp(2MN,R) singles out a unique ordering, which fixes the shift constants, such that the

diagonal GL1 subgroups of the GLM and GLN coincide; i.e.

Z := XA
A = RI

I =
1

2
{!I

A, !̃
A

I } = !̃A

I !I

A +
M N

2
, (3.4)
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ent factors of �A
B

and �J
I

(shift constants) in (3.3). Here, the embedding of the pair in

Sp(2MN,R) singles out a unique ordering, which fixes the shift constants, such that the

diagonal GL1 subgroups of the GLM and GLN coincide; i.e.

Z := XA
A = RI

I =
1

2
{!I

A, !̃
A

I } = !̃A

I !I

A +
M N

2
, (3.4)

which is a number operator with a constant shift.

Various real forms of GLM and GLN can be chosen by assigning di↵erent reality

conditions to the operators !I

A
and !̃A

I
. Such conditions can be straightforwardly deduced

from the anti-involution � associated with each real form by asking that

UW(XA
B)

† = UW(�(XA
B)) , UW(RI

J)† = UW(�(RI
J)) . (3.5)

See Appendix B for the expressions of � for each real forms. In the following, we describe

all such real forms by introducing their oscillator realizations.
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4 Dual pairs of type (ON , Sp2M)

To describe the dual pairs (ON , Sp2M ) ⇢ Sp(2NM,R) in detail, we consider again MN

pairs of operators. In this case, it is more convenient to use 2MN operators without

explicitly pairing them, which we denote by

yIA , A = 1, . . . , N , I = 1, . . . , 2M , (4.1)

and which satisfy

[yIA, y
J

B] = EAB ⌦IJ , (4.2)

where EAB and ⌦IJ are symmetric and antisymmetric invertible matrices of dimension

N and 2M , respectively. Then, the reductive subgroups ON and Sp2M are generated

respectively by

MAB = UW(MAB) = ⌦IJ y
I

[A yJ
B] , KIJ = UW(KIJ) = EAB y(I

A
yJ)
B

, (4.3)

where UW is the metaplectic representation, and MAB and KIJ are the matrices with

components (MAB)CD = 2 �C[A �D
B] and (KIJ)KL = 2 �(I

K
�J)
L

generating ON and Sp2M . The

commutation relations of MAB are

[MAB,MCD] = 2
�
ED[AMB]C � EC[AMB]D

�
, (4.4)

whereas those of KIJ are

[KIJ ,KKL] = 2
�
⌦I(K KL)J + ⌦I(K KL)J

�
. (4.5)

Note here that we have not specified the signature of the flat metric EAB. Clearly, at

the level of the complex Lie algebra, di↵erent EAB can be all brought to the form �AB

by suitably redefining the y-operators. We leave the ambiguity of EAB at this stage since

there is a preferable choice of EAB in each real form of ON to obtain a compact expression

of their generators.

Various real forms of ON and Sp2M can be chosen by assigning di↵erent reality con-

ditions to the operators yI
A
. Such conditions can be straightforwardly deduced from the

anti-involution �̃ associated with each real form by asking

UW(MAB)
† = UW(�̃(MAB)) , UW(KIJ)† = UW(�̃(KIJ)) . (4.6)

See Appendix B for the expression of �̃ in each real forms. In the following, we describe

all such real forms by introducing their oscillator realizations.

4.1
�
O(N+, N�), Sp(2M,R)

�
⇢ Sp(2M(N+ +N�),R)

To identify the real forms O(N+, N�) and Sp(2M,R), we set EAB = ⌘AB, the flat metric

of signature (N+, N�), and require that the generators MAB and KIJ satisfy the reality

conditions,

(MAB)
† = �MAB , (KIJ)† = JIK KKL JLJ , (4.7)
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�
O(N,C), Sp(2M,C)

�
⇢ Sp(4MN,R)

�
O

⇤(2n), Sp(p, q)
�
⇢ Sp(4n(p+ q),R)

† (yIA)
† = JIJ y

J
A
⇤ (yIA)

† = ⌦AB  IJ y
J
B

A = 1, . . . , N , I = (i, i), i = 1, . . . ,M A = (+a,�a), a = 1, . . . , n,

I = (+i,�i), i = (r, r), r = 1, . . . , p, r = 1, . . . , q

(↵, ↵̃) a
I
A := 1p

2

�
y
I
A + ⌘IJ y

J
A
⇤�

a
a
R = ⌦RS y

S
+a, b

a
R = ⌦RS y

S
+a

g M
±
AB := MAB ± (MAB)⇤ M+a�b = �

�
ã
R
b a

a
R � b̃

R
a b

b
R + (p� q) �ab

�

MAB = 1
2

�
ã
A
I a

I
B � ã

B
I a

I
A � ⌦IJ

ã
[A
I ã

B]
J + ⌦IJ a

I
[A a

J
B]

�
M+a+b = a

R[a
a
b]
R + b̃

R
[a b̃b]R, M�a�b = ãR[a ã

R
b] + b

[a
R b

b]R

g0 K
IJ
± := K

IJ ± (KIJ)⇤, K
RS = 2 ã(Ra a

S)a, K
RS = 2 b̃(Ra b

S)a,

K
IJ = 1

2

�
a
I
A a

J
A + ⌦IK ⌦JL

ã
A
K ã

A
L + 2⌦K(I

ã
A
K a

J)
A

�
K

RR = a
Ra

b
Sa + ã

R
a b̃

R
a

(k, k0) M
+
AB = ã

A
I a

I
B � ã

B
I a

I
A and K

IJ � ⌘IK ⌘JL (KKL)⇤ = ⌦K(I
ã
A
K a

J)
A M+a�b and (KRS

,K
RS)

⇡0(G) Z2 = {1,R}, R : aIA ! �a
I
A {1}

⇡0(G0) {1} {1}

Table 3. Oscillator realization, part III

–
7
–
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† (yIA)
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J
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Table 3. Oscillator realization, part III
–
7
–

�
U(m,n), U(p, q)

�
⇢ Sp(2MN,R)

�
O(p, q), Sp(2n,R)

�
⇢ Sp(2n(p+ q),R)

† (!I
A)

† = ⌘AB ⌘
IJ

!̃
B
J (yIA)

† = JIJ y
J
A

A = (a, a), a = 1, . . . ,m, a = 1, . . . , n A = (a, a), a = 1, . . . , p, a = 1, . . . , q

I = (i, i), i = 1, . . . , p, i = 1, . . . , q I = (+i,�i), i = 1, . . . , n

(↵, ↵̃) a
i
a := !

i
a, b

a
i := !̃

a
i , c

a
i := !̃

a
i , d

i
a := !

i
a a

i
a = y

+i
a , b

i
a = y

�i
a

g X
a
b = ã

a
i a

i
b � c̃

i
b c

a
i +

p�q
2 �

a
b , X
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b = �ã

a
i b̃

i
b + c

a
i d
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b Mab = ã

a
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a
i b̃

b
i � a

i
a b

i
b

X
a
b = �b̃

i
b b

a
i + d̃

a
i d

i
b �

p�q
2 �

a
b , X

a
b = a

i
b b

a
i � c̃

i
b d̃

a
i Mab = b̃

b
i b

i
a � b̃

a
i b

i
b

g0 Rj
i = ã
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Table 2. Oscillator realization, part II
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A
I a

I
A � b̃

A
I b

I
A Z = ã
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A
I b̃

A
J � b

I
A a

J
A

�

(k, k0) MAB := 2 �C[A X
C
B] = ã
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I
A � a

I
A a

A
I

⇡0 Z2 = {1,R} , R : aIA ! �a
I
A {1} {1}

Table 1. Oscillator realization, part I

–
5
–

�
GL(M,R), GL(N,R)

�
⇢ Sp(2MN,R)

�
GL(M,C), GL(N,C)

�
⇢ Sp(4MN,R)

�
U

⇤(2M), U⇤(2N)
�
⇢ Sp(8MN,R)

† (!I
A)

† = !
I
A, (!̃A

I )
† = �!̃

A
I (!I

A)
† = !

I
A
⇤, (!̃A

I )
† = �!̃

A
I
⇤ (!I

A)
† = ⌦IJ ⌦AB

!
J
B , (!̃A

I )
† = �⌦IJ ⌦AB !̃

B
J

A = 1, . . . ,M , I = 1, . . . , N A = 1, . . . ,M , I = 1, . . . , N A = 1, . . . , 2M , I = 1, . . . , 2N

(↵, ↵̃) a
I
A := 1p

2

�
!
I
A � !̃

A
I

�
a
I
A := 1p

2

�
!
I
A � !̃

A
I
⇤�, b

I
A := 1p

2

�
!
I
A
⇤ � !̃

A
I

�
a
I
A := 1p

2

�
!
I
A � ⌦AB ⌦IJ

!̃
B
J

�

(g, g0) X
A
B = 1

2

�
ã
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A
I a

I
B � b̃

B
I b

I
A X

AB = ⌦IJ
ã
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A
I a

J
A � ã
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I
A � a

I
A a

A
I

⇡0 Z2 = {1,R} , R : aIA ! �a
I
A {1} {1}

Table 1. Oscillator realization, part I

–
5
–

�
GL(M,R), GL(N,R)

�
⇢ Sp(2MN,R)

�
GL(M,C), GL(N,C)

�
⇢ Sp(4MN,R)

�
U

⇤(2M), U⇤(2N)
�
⇢ Sp(8MN,R)

† (!I
A)

† = !
I
A, (!̃A

I )
† = �!̃

A
I (!I

A)
† = !

I
A
⇤, (!̃A

I )
† = �!̃

A
I
⇤ (!I

A)
† = ⌦IJ ⌦AB

!
J
B , (!̃A

I )
† = �⌦IJ ⌦AB !̃

B
J

A = 1, . . . ,M , I = 1, . . . , N A = 1, . . . ,M , I = 1, . . . , N A = 1, . . . , 2M , I = 1, . . . , 2N

(↵, ↵̃) a
I
A := 1p

2

�
!
I
A � !̃

A
I

�
a
I
A := 1p

2

�
!
I
A � !̃

A
I
⇤�, b

I
A := 1p

2

�
!
I
A
⇤ � !̃

A
I

�
a
I
A := 1p

2

�
!
I
A � ⌦AB ⌦IJ

!̃
B
J

�

(g, g0) X
A
B = 1

2

�
ã
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ã
A
I ã
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A
J � a

I
A a

J
A

�
X

A
B = 1

2

�
ã
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ã
A
I a

J
A � ã
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B
I a

I
A + ã
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A
I � a

I
A a

I
A

�
Z+ = ã
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I
A � a

I
A a

A
I

⇡0 Z2 = {1,R} , R : aIA ! �a
I
A {1} {1}

Table 1. Oscillator realization, part I

–
5
–

�
GL(M,R), GL(N,R)

�
⇢ Sp(2MN,R)

�
GL(M,C), GL(N,C)

�
⇢ Sp(4MN,R)

�
U

⇤(2M), U⇤(2N)
�
⇢ Sp(8MN,R)

† (!I
A)

† = !
I
A, (!̃A

I )
† = �!̃

A
I (!I

A)
† = !

I
A
⇤, (!̃A

I )
† = �!̃

A
I
⇤ (!I

A)
† = ⌦IJ ⌦AB

!
J
B , (!̃A

I )
† = �⌦IJ ⌦AB !̃

B
J

A = 1, . . . ,M , I = 1, . . . , N A = 1, . . . ,M , I = 1, . . . , N A = 1, . . . , 2M , I = 1, . . . , 2N

(↵, ↵̃) a
I
A := 1p

2

�
!
I
A � !̃

A
I

�
a
I
A := 1p

2

�
!
I
A � !̃

A
I
⇤�, b

I
A := 1p

2

�
!
I
A
⇤ � !̃

A
I

�
a
I
A := 1p

2

�
!
I
A � ⌦AB ⌦IJ

!̃
B
J

�

(g, g0) X
A
B = 1

2

�
ã
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A
(I a

B
J)

z Z = 1
2

�
ã
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I
B a

A
I � a

A
I a

I
B + ã
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B
I a

I
A, M

A
B := X

A
B � (XB

A)⇤ = ã
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A
I ã
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B
I a

I
A, M

A
B := X

A
B � (XB

A)⇤ = ã
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A
(I a

B
J)

z Z = 1
2

�
ã
A
I ã
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Table 1. Oscillator realization, part I

–
5
–

Oscillator (Fock) realization



Other realizations
• Schrödinger realization


• Bargmann-Segal realization

reflections form Z2 groups. Besides the aforementioned reflections, there are many other

Z2 or Z4 automorphism groups of HN . Obviously, the permutation group SN lying in the

subgroup of O(N) ⇢ Sp(2N,R) contains many S2
⇠= Z2 groups, i.e. the permutations of

two oscillators:

Sij

0

BBB@

ai
a†
i

aj
a†
j

1

CCCA
Sij

�1 =

0

BBB@

aj
a†
j

ai
a†
i

1

CCCA
. (2.26)

Less obvious Z2 automorphisms are

Pij

0

BBB@

ai
a†
i

aj
a†
j

1

CCCA
Pij

�1 =

0

BBB@

a†
j

�aj
�a†

i

ai

1

CCCA
, (2.27)

which can be decomposed as

Pij = Sij Pi Pj
�1 . (2.28)

Here, Pi acts on HN as

Pi

✓
ai
a†
i

◆
Pi

�1 =

✓
�a†

i

ai

◆
, (2.29)

forming a Z4 automorphism of HN , though it is not compatible with the reality structure

of HN . However, one can still view Pi as Z2 automorphisms of Sp(2N,R) preserving the

reality condition of the latter. Basically, it interchanges the raising and lowering operators

and flips the signs of all generators of the maximal compact subalgebra u(N), and hence
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e
i
✓

2

⇣
(a†

i
)2�(ai)2

⌘✓
ai
a†
i

◆
e
�i

✓

2

⇣
(a†

i
)2�(ai)2

⌘

=

 
cos ✓ � sin ✓

sin ✓ cos ✓

!✓
ai
a†
i

◆
, (2.30)

we can realize Pi as an exponentiation of quadratic oscillators,

Pi = ei
⇡

4 (Kii�K
ii) = e

i
⇡

4

⇣
(a†

i
)2�(ai)2

⌘

. (2.31)

Note however that such a realization of Pi is not unitary, and hence they are outer-

automorphism of Sp(2N,R). In analyzing dual subgroups of Sp(2N,R), it will be often

useful to consider the automorphisms Sij , Pij and Pi.

As we have discussed, the metaplectic representation can be easily understood using

the Fock realization (also referred to as the Fock model). Another simple description of

it is the wave function in the configuration space — the Schrödinger realization. The

relation between oscillator realization and wave function realization is nothing but the

typical relation between (x̂i, p̂i) and (ai, a
†
i
) of the quantum harmonic oscillator,

x̂i =
1p
2

⇣
ai + a†

i

⌘
, p̂i =

ip
2

⇣
a†
i
� ai

⌘
. (2.32)
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Even though the above relation is a very familiar one, it helps to simplify the description of

representations in several cases: a certain complicated state | i in the Fock space becomes

simple as wave function hx| i, and vice-versa. Another useful description is provided by the

Bargmann–Segal realization, wherein the states are holomorphic functions in C
N , which

are square integrable with respect to a Gaussian measure. In this realization, the creation

operators simply act as multiplication z while the annihilation operators act as derivatives

with respect to these variables, i.e.

a†
i
= zi , ai =

@

@zi
. (2.33)

The connection to the Schrödinger realization is made by an integral transform, called the

Bargmann–Segal transform [73, 74].

2.2 Irreducible reductive dual pairs

For a given embedding group Sp(2N,R), we can find many inequivalent dual pairs. Any

reductive dual pair (G,G0) has the form,

G = G1 ⇥G2 ⇥ · · ·⇥Gp , G0 = G0
1 ⇥G0

2 ⇥ · · ·⇥G0
p , (2.34)

where each couple (Gk, G0
k
) is one of the irreducible dual pairs listed in Table 1 and em-

bedded in a symplectic group Sp(2Nk,R) such that N1+ · · ·+Np = N . Moreover, one can

distinguish between two types of dual pairs: the first one is a real form of (GLM , GLN ) ⇢
Sp(2MN,R) while the second one is a real form of (ON , Sp2M ) ⇢ Sp(2MN,R). For in-

stance, in Sp(2N,R) one can find the irreducible pair
�
U(N), U(1)

�
, which is an example

of the first type, or the irreducible pair
�
O(N), Sp(2,R)

�
, which is an example of the sec-

ond type. Accordingly, the pair
�
O(N �m) ⇥ U(m), Sp(2,R) ⇥ U(1)

�
is an example of a

reducible dual pair in Sp(2N,R) for m = 1, . . . , N .

Embedding group (G,G0) (K,K0)

Sp(2MN,R)
�
GL(M,R), GL(N,R)

� �
O(M), O(N)

�

Sp(4MN,R)
�
GL(M,C), GL(N,C)

� �
U(M), U(N)

�

Sp(8MN,R)
�
U⇤(2M), U⇤(2N)

� �
Sp(M), Sp(N)

�

Sp(2(M+ +M�)(N+ +N�),R)
�
U(M+,M�), U(N+, N�)

� �
U(M+)⇥ U(M�), U(N+)⇥ U(N�)

�

Sp(2M(N+ +N�),R)
�
O(N+, N�), Sp(2M,R)

� �
O(N+)⇥O(N�), U(M)

�

Sp(4MN,R)
�
O(N,C), Sp(2M,C)

� �
O(N), Sp(M)

�

Sp(4N(M+ +M�),R)
�
O⇤(2N), Sp(M+,M�)

� �
U(N), Sp(M+)⇥ Sp(M�)

�

Table 1. List of all possible irreducible reductive dual pairs (G,G0) embedded in metaplectic
groups and their respective maximal compact subgroups (K,K 0).

Often irreducible dual pairs are classified, using another criterion, again into two types:

the type II if there exists a Lagrangian subspace in R
2N left invariant under both of G and

– 13 –



Seesaw Pairs

• Dual pairs                                in Sp(2N,R)

G0, and the type I otherwise. In the above table, the first three cases are type II, while the

rest are type I.

We can extend the idea of the dual pair correspondence to other groups / representa-

tions than the symplectic group / metaplectic representation. For instance, one can also

consider supersymmetric dual pairs embedded in OSp(N |2M,R) (see e.g. [72, 75] and

references therein). Another possible extension is to replace the symplectic group with any

simple group G and the metaplectic representation with the minimal representation8 The

classification of such pairs was obtained in [77] (see also [78] for complementary work).

2.3 Seesaw pairs

Let us consider the situation wherein we have two reductive dual pairs (G,G0) and (G̃, G̃0) in

the same symplectic group, say Sp(2N,R). If the groups forming the second pair (G̃, G̃0)

satisfy G̃ ⇢ G and G0 ⇢ G̃0 , then the pair of dual pairs (G,G0) and (G̃, G̃0) is called a

“seesaw pair”, and the situation is depicted as

G

[
G0G̃

[
G̃0

. (2.35)

Seesaw pairs satisfy the property,

Hom
G̃

�
⇡
G̃
,⇡G|G̃

� ⇠= HomG0
�
⇡G0 ,⇡

G̃0 |G0
�
, (2.36)

which means the space of G̃-equivariant linear maps (or intertwiners) from ⇡
G̃

to ⇡G|G̃,
namely Hom

G̃

�
⇡
G̃
,⇡G|G̃

�
, is isomorphic to the space of G0-equivariant linear maps from

⇡G0 to ⇡
G̃0 |G0 , namely HomG0

�
⇡G0 ,⇡

G̃0 |G0
�
. Here, |

G̃
(resp. |G0) denotes the restriction to

G̃ (resp. G0). In particular, this implies

mult⇡G
(⇡

G̃
) = mult⇡

G̃0 (⇡G0) , (2.37)

i.e. the multiplicity of the G̃-representation ⇡
G̃
in the branching rule of ⇡G is the same as

the multiplicity of its dual ⇡G0 in the branching rule of the G̃0-representation ⇡
G̃0 . This

situation is usually depicted as
⇡G

⇡G0⇡
G̃

⇡
G̃0

, (2.38)

where the downward arrows denote the restriction of a G-irrep (resp. G̃0-irrep) to a G̃-irrep

(resp. G0-irrep). Seesaw pairs are particularly useful when trying to derive the explicit cor-

respondence between representations of G and G0, assuming that the correspondence is

8 The minimal representation of a simple group G is the representation whose annihilator in the universal

enveloping algebra U(g) is the Joseph ideal, which is the maximal primitive and completely prime ideal of

U(g) (see e.g. [60, 76]).
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•   

• Useful in deriving the correspondences



Correspondences

• Compact dual pairs


• “Exceptionally compact” dual pairs


• Simplest non-compact dual pairs 


• More general non-compact dual pairs



Examples
1. ( U(M) , U(N) ) 


2. ( U(M+,M-) , U(N) )


• AdS5/CFT4 : ( U(2,2) , U(N) )


3. ( GL(1,C) , GL(N,C) )


4. ( GL(M,C) , GL(N,C) )


• 4d Scattering Amplitude : ( GL(2,C) , GL(N,C) )



Ex1. ( U(M) , U(N) )
5.1

�
U(M), U(N)

�

Let us begin the analysis with the simplest case, the (U(M), U(N)) duality. In this case,

the groups U(M) and U(N) are respectively generated by

Xa
b = ãai a

i

b +
N

2 �ab , Rj
i = ãaj a

i

a +
M

2 �ij , (5.7)

where a, b = 1, . . . ,M and i, j = 1, . . . , N . The Fock space W is generated by polynomials

in ãa
i
, namely

W =
M

L2N
WL , WL := spanC

�
ãa1
i1

. . . ãaL
iL

|0i
 
. (5.8)

Any state | i 2 WL can be expressed as

| i :=  i1···iL
a1···aL ãa1

i1
· · · ãaL

iL
|0i , (5.9)

in terms of a tensor  which are pairwise symmetric:  ···ik···il······ak···al··· =  
···il···ik······al···ak··· . The upper

and lower indices of  carry tensor representations ⇤⌦L of U(M) and U(N) respectively,

where ⇤ denotes their fundamental representation.

Let us first consider the U(M) representation: ⇤⌦L can be decomposed into irreducible

representations corresponding to the Young diagrams with height not greater than M , and

we pick up the irreducible representation corresponding to the Young diagram,

` = (`1, . . . , `p) , (5.10)

where `k is the length of the k-th row and p is the height h(`) of `, and L = |`| := `1+· · ·+`p .

Since the U(M) generators can be realized in a Fock space with any constant shift, such

as N

2 �a
b
in (5.7), we need to specify it together with a Young diagram when labeling the

U(M) representations. Note that this shift only a↵ects the representation of the diagonal

U(1) in U(M), but not the SU(M) part. Taking this into account, let us label the U(M)

representation as

[`, N2 ]U(M), (5.11)

which can be decomposed into U(1)⇥ SU(M) representation as

[`, N2 ]U(M) = [|`|+ NM

2 ]U(1) ⌦ [`]SU(M) , (5.12)

where |`| + NM/2 is the eigenvalue of the U(1) generator. Recell that the shift constant

N/2 can be modified to an arbitrary half-integer by choosing a di↵erent embedding of

U(N) ⇥ U(M) in Sp(2MN,R) . In this way, we can produce all U(M) representations

using an oscillator realization. The highest weight of [`, N2 ]U(M) simply reads

(`1 +
N

2 , `2 +
N

2 , . . . , `M + N

2 ) . (5.13)

Now, let us see to which U(N) representation the [`, N2 ]U(M) representation corresponds.

We can do that by picking up a particular state in the [`, N2 ]U(M) representation — which

consists of multiple states | i in WL — and reading o↵ the U(N) representation from such
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states | i. Let us pick up the lowest weight state in the [`, N2 ]U(M) representation. By

acting with the lowering operators (Xa
b with a < b) of U(M) , we bring | i to the lowest

weight state of [`, N2 ]U(M), corresponding to the Young tableau,

1 · · · 1 1
2 · · · 2

· · ·
· · ·

p · · · p

. (5.14)

Such states | i satisfy
Xa

b | i = 0 [1  a < b  p] . (5.15)

To identify the solution space of the above condition, it will be convenient to first re-express

the state | i or the tensor  as

| i =  i1(`1),...,il(`p) ã1i1(`1) · · · ã
p

ip(`p)
|0i , (5.16)

where  ··· ik(`k) ··· and ãk
ik(`k)

are defined by

 ··· ik(`k) ··· :=  ···

`kz}|{
ik···ik ··· :=  ··· (i1

k
··· i`k

k
) ··· ,

ãk
ik(`k)

:=

`kz }| {
ãkik · · · ã

k

ik
:= ãk(i1

k

· · · ãk
i
`k

k
)
. (5.17)

Then, the condition (5.15) is translated to

 i1(`1),...,ia(`a),...,ia ib(`b�1),...,ip(`p) = 0 [1  a < b  p] . (5.18)

To rephrase the above condition in words, the symmetrization of the `a indices in the a-th

group with one index ib in the b-th group vanishes identically. This is nothing but the

definition of the same Young diagram `, but this time it designates U(N) representation,

[`, M2 ]U(N) . (5.19)

Therefore, we find the correspondence of the representations:

[`, M2 ]U(N)  ! [`, N2 ]U(M) , (5.20)

where the height h(`) of the Young diagram should be bounded by both M and N : h(`) 
min{M,N}.

5.2
�
U(M+,M�), U(N)

�

The dual pair
�
U(M+,M�), U(N)

�
is realized as

Xa
b = ãai a

i

b +
N

2 �ab , Xa
b = �b̃ib bai � N

2 �ab , Xa
b = �ãai b̃ib , Xa

b = aib b
a
i , (5.21)

Rj
i = ãaj a

i

a � b̃ia b
a
j +

M+�M�
2 �ij , (5.22)
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where a, b = 1, . . . ,M+, a, b = 1, . . . , M� and i, j = 1, . . . , N . The Fock spaceW is generated

by polynomials in two families of oscillators, namely

W =
M

L,M2N
WL,M , WL,M := spanC

�
ãa1
i1

. . . ãaL
iL

b̃j1a1 . . . b̃
jM
aM

|0i
 
. (5.23)

Recall for a dual pair (G,K 0) with K 0 a compact Lie group, the realization of a finite-

dimensional irrep of K 0 with the minimal number of oscillators in W also forms an irre-

ducible representation of the maximal compact subgroup K ⇢ G. For G = U(M+,M�),

the maximal compact subgroup is U(M+)⇥ U(M�), represented by Xa
b and Xa

b. Let us

pick up a K = U(M+)⇥ U(M�) representation,

[`, N2 ]U(M+) ⌦ [m, N2 ]U(M�) . (5.24)

According to the seesaw duality,

U(M+,M�)

[

U(M+)⇥ U(M�) U(N)

[

U(N)⇥ U(N)

, (5.25)

where U(N)⇥U(N) are generated by ãa
j
aia +

M+

2 �i
j
and b̃ia b

a
j
+ M�

2 �i
j
, the representation

of U(N)⇥ U(N) dual to (5.24) will be

[`, M+

2 ]U(N) ⌦ [m, M�
2 ]U(N) . (5.26)

A lowest weight state | i of (5.24) can be expressed as

| i =  i1(`1),...,ip(`p)

j1(m1),...,jq(mq)
ã1i1(`1) · · · ã

p

ip(`p)
b̃j1(m1)

1 · · · b̃jq(mq)
q |0i , (5.27)

where the upper and lower indices of  have the symmetries of the Young diagram ` and

m respectively, with h(`) = p and h(m) = q. Such a state is annihilated by Xb
a, as these

generators decrease the total oscillator number, and | i is a state with the lowest number

of oscillator in the irreducible representations of U(M+,M�) and U(N). This condition is

translated to

Xb
a| i = 0 , �jb

ia
 

i1(`1),...,ip(`p)

j1(m1),...,jq(mq)
= 0 . (5.28)

In words, the tensor is traceless in the sense that any contraction between upper and lower

indices vanishes identically. This defines the irreducible representation [`↵m, M+�M�
2 ]U(N)

of U(N) whose highest weight is

(`1, . . . , `p, 0, . . . , 0,�m1, . . . ,�mq) +
M+�M�

2 (1, . . . , 1) . (5.29)

See Appendix A for more details on general U(N) representations. In this way, we see

that the U(M+) ⇥ U(M�) representation [`, N2 ]U(M+) ⌦ [m, N2 ]U(M�) induces a lowest

weight U(M+,M�) representation, while the U(N) ⇥ U(N) representation [`, M+

2 ]U(N) ⌦
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• M+=M-=2 : SU(2,2)≅SO(2,4)

[m, M�
2 ]U(N) is restricted to the U(N) representation [` ↵m, M+�M�

2 ]U(N). In the end,

we find the following correspondence,

DU(M+,M�)

�
[`, N2 ]U(M+) ⌦ [m, N2 ]U(M�)

�
 ! [`↵m, M+�M�

2 ]U(N) . (5.30)

For M+ = M� = 1, due to the isomorphism between U(1, 1) and U(1) ⇥ SL(2,R) repre-

sentations, we can write

DU(1,1)([`+
N

2 ]U(1) ⌦ [m+ N

2 ]U(1)) = [`�m]U(1) ⌦DSL(2,R)(`+ m+N) , (5.31)

where DSL(2,R)(h) denote the positive discrete series representation of SL(2,R) with lowest

weight h 2 N.

Let us briefly comment on an example, which is important in physics. The double-

cover of the four-dimensional conformal group gSO+(2, 4) is isomorphic to SU(2, 2) so that

the representation DU(2,2)

�
[(`1, `2),

N

2 ]U(2) ⌦ [(m1,m2),
N

2 ]U(2)

�
corresponds to the repre-

sentation [2h]U(1) ⌦DgSO+(2,4)

�
�; s1, s2

�
with

h = 1
2 (`1 + `2 �m1 �m2) ,

s1 =
1
2 (`1 � `2 + m1 �m2) ,

� = 1
2 (`1 + `2 + m1 + m2) +N ,

s2 =
1
2 (`1 � `2 �m1 + m2) .

(5.32)

The gSO+(2, 4) representations appearing in this duality describe CFT4 operators or equiva-

lently fields in AdS5. In light of the previous dictionary, it will be convenient to parametrize

the U(N) irreps [`↵m]U(N) appearing in this correspondence as

` = (s1 + s2 + n, n) , m= (s1 � s2 + k, k) , (5.33)

with k, n 2 N and si satisfying

s1, s2 2 1
2 Z , s1 � |s2| . (5.34)

Moreover, s1 and s2 are either both integers or bother half-integers. Note that s1 is positive

while s2 can be positive or negative. The correspondence (5.30) then reads

[(s1 + s2 + n, n)↵ (s1 � s2 + k, k)]U(N)

l
[2(s2 + n� k)]U(1) ⌦DgSO+(2,4)

�
s1 + n+ k +N ; s1, s2

�
. (5.35)

For low values of N , the U(N) labels (5.33) are restricted and the dual gSO+(2, 4) repre-

sentations correspond to particular fields:

• N = 1: We should require k = n = 0 and s1 = ±s2, so that the correspondence reads

[±2s]U(1)  ! [±2s]U(1) ⌦DgSO+(2,4)

�
s+ 1; s,±s

�
. (5.36)

These gSO+(2, 4) representations describes four-dimensional massless fields of helicity

±s, also known as singletons.
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• N = 2: There are two types of U(2) irreps that can occur.

The first one characterized by n = k = 0, and for which the correspondence reads

[(s1 + s2, s2 � s1)]U(2)  ! [2s2]U(1) ⌦DgSO+(2,4)
(s1 + 2; s1, s2) . (5.37)

ThesegSO+(2, 4) representation correspond to CFT4 conserved current of spin (s1, s2),

or equivalently to massless fields in AdS5 with the same spin.

The second type is characterized by either k = 0 and s1 = s2 = s, or n = 0 and

s1 = �s2 = s, and the correspondence reads

[(2s+ n, n)]U(2) $ [2(s+ n)]U(1) ⌦DgSO
+
(2,4)

�
s+ n+ 2; s, s

�
,

[(�n,�2s� n)]U(2) $ [�2(s+ n)]U(1) ⌦DgSO
+
(2,4)

�
s+ n+ 2; s,�s

�
. (5.38)

These gSO+(2, 4) representations correspond to all possible CFT4 operators with spin

(s,±s) and twist ⌧ = �� s1 � 2, or equivalently massive AdS5 fields with the same

spin.

As expected, these are all the possible representations appearing in the decomposition

of the tensor product of two singletons, which was given in [80].

• N = 3: In this case, the U(3) irrep labelled by (5.33) appearing in the decomposition

are such that either n = 0 or k = 0, and the correspondence reads

[(s1 + s2 + n, n, s2 � s1)]U(3) $ [2(s2 + n)]U(1) ⌦DgSO+(2,4)

�
s1 + n+ 3; s1, s2

�
,

[(s1 + s2,�n, s2 � s1 � n)]U(3) $ [2(s2 � n)]U(1) ⌦DgSO+(2,4)

�
s1 + n+ 3; s1, s2

�
.

(5.39)

These gSO+(2, 4) representations describe massive fields in AdS5 with spin (s1, s2) or

CFT4 operators with twist ⌧ � 3.

• N � 4: No restriction is to be imposed on the U(N) labels (5.33) and the dual

representations correspond to massive AdS5 fields of any spin or CFT4 operators

with twist ⌧ � N .

Notice that in [35, 42] the oscillator realization of SU(2, 2|4) was obtained and some tensor

product decompositions of singletons were analyzed. This dual pair correspondence was

also used in the context of AdS5/CFT4 for higher spin gauge theory in [51]. More recently

its relevance as a possible tool for computing scattering amplitudes was pointed out in

[81, 82].

5.3
�
O(N), Sp(2M,R)

�

The dual pair
�
O(N), Sp(2M,R)

�
is realized as

Mab = ãai a
i

b � ãbi a
i

a , (5.40)
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Lorentz invariant). This is precisely the representation dual to the determinant-homogeneous

degenerate principal series representation ⇡GL(N++N�,R)(⇣, n̄) , which should be restricted

to the irrep of O(N+, N�), whose dual representation is translation invariant. This irrep

should be responsible for the form factors of the scattering amplitudes. We shall provide

more detailed analysis on this point in a follow-up paper.

7.2 (GL(N,C), GL(1,C)) and (GL(N,C), GL(M,C))

The groups of the dual pair
�
GL(N,C), GL(1,C)

�
are respectively generated by

XA
B = 1

2

�
ãA aB � b̃B bA + ãA b̃B � bA aB

�
, (7.45)

and

Z+ = ãA b̃A � aA bA , Z� = ãA aA � b̃A bA , (7.46)

where A,B = 1, . . . , N . As GL(1,C) ⇠= R
+ ⇥ U(1) is Abelian, its representations are

simply given by eigenvectors of Z+ and Z�, generating respectively R
+ and U(1) . The

decomposition of the GL(N,C) representation under its maximal compact subgroup U(N)

is given by the seesaw pair,

GL(N,C)

[

U(N) GL(1,C) ⇠= C
⇥ ⇠= R

+ ⇥ U(1)

[

U(1, 1) ⇠= SL(2,R)o U(1)

, (7.47)

where U(N) is generated by XA
B � (XB

A)⇤ = ãA aB � b̃B bA and the SL(2,R) and U(1)

subgroups of U(1, 1) ⇠= SL(2,R)o U(1) are generated respectively by

H = ãA aA + b̃A bA +N , E = ãA b̃A , F = �aA bA , (7.48)

and

J = ãA aA � b̃A bA . (7.49)

They are related to the GL(1,C) generators through

Z+ = E + F , Z� = J . (7.50)

Let us consider an irreducible representation of GL(1,C) in the Fock space,

Z+ | ⇣,mi = i ⇣ | ⇣,mi, Z� | ⇣,mi = m | ⇣,mi, (7.51)

where ⇣ 2 R and m 2 Z. Henceforth we assume m � 0 as the m < 0 case can be treated

analogously. According to the correspondence

[(m)]U(1) ⌦DSL(2,R)(m+ 2n+N)  ! [(m+ n)↵ (n)]U(N) , (7.52)
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ãA aB � b̃B bA + ãA b̃B � bA aB
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Ex3. ( GL(1,C) , GL(N,C) )

• Schrödinger realization


• Determinant homogeneity condition ➔ CPN

between U(1, 1) ⇠= SL(2,R) o U(1) and U(N) irreps and the seesaw pair (7.47), the

GL(N,C) representation ⇡GL(N,C)(⇣,m) dual to [⇣,m]GL(1,C) can be decomposed into

⇡GL(N,C)(⇣,m) :=
1M

n=0

[(m+ n)↵ (n)]U(N) . (7.53)

As a consequence, any state | ⇣,mi in ⇡GL(N,C)(⇣,m) can be written as

| ⇣,mi =
1X

n=0

 B1···Bn

A1···Am+n

⇣
f⇣,m,n(ã

C b̃C) ã
A1 . . . ãAm+n b̃B1 . . . b̃Bn

|0i
⌘
, (7.54)

where �A1
B1
 B1···Bn

A1···Am+n
= 0 and the functions h⇣,m+2n+N (z) = f⇣,m,n(z) satisfy the di↵er-

ential equation (7.19), and can be uniquely determined with the condition f⇣,m,n(0) =

1 . In this way, we find the coherent states carrying a GL(N,C) representation dual to

[⇣,m]GL(1,C). In the case m < 0, the representation is constructed in the exact same way,

except that the a and b oscillators are exchanged.

Similarly to the (GL(N,R), GL(1,R)) case, the scalar product of the states | ⇣,mi and
| ⇣0,m0i is proportional to �(⇣�⇣ 0) implying that the relevant representations are tempered

ones. They are again known as the most degenerate principal series representation, and

we can see this either by directly computing the norm using the precise form of f⇣,m,n or

by moving back to the !A and !̃A operators with the reality condition (3.18). The latter

amounts to using the Schrödinger realization with complex variables zA :

!A =
@

@zA
, !A

⇤ =
@

@z̄A
, !̃A = zA , !̃A⇤ = z̄A . (7.55)

In this realization, the Z± generators read

Z+ = zA
@

@zA
+ z̄A

@

@z̄A
+N , Z� = zA

@

@zA
� z̄A

@

@z̄A
, (7.56)

while the GL(N,C) generators are given by

XA
B = zA

@

@zB
+

1

2
�AB , (7.57)

and their complex conjugate. The associated group action reads

hz |UW(g) | ⇣,mi = | det g| hz g| ⇣,±i [ g 2 GL(N,C) ] ,

hz |UW(a) | ⇣,mi = |a| ha z | ⇣,±i [ a 2 GL(1,C) ] , (7.58)

where z 2 C
N . The Z-eigenstate condition gives the homogeneity condition,

hz |UW(a) | ⇣,mi = a
i ⇣+m

2 ā
i ⇣�m

2 hz | ⇣,mi = |a|i ⇣
✓

a

|a|

◆m

hz| ⇣,ai . (7.59)

Using the above condition, we can reduce the representation space to the space of functions

on S2N�1 ,

hz| ⇣,mi = |z|�N+i ⇣  m(ẑ) , [ |z| =
p
zA z̄A , ẑA = zA/|z| ] , (7.60)
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i ⇣�m

2 hz | ⇣,mi = |a|i ⇣
✓

a

|a|

◆m

hz| ⇣,ai . (7.59)

Using the above condition, we can reduce the representation space to the space of functions

on S2N�1 ,

hz| ⇣,mi = |z|�N+i ⇣  m(ẑ) , [ |z| =
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�AB , (7.57)

and their complex conjugate. The associated group action reads

hz |UW(g) | ⇣,mi = | det g| hz g| ⇣,±i [ g 2 GL(N,C) ] ,

hz |UW(a) | ⇣,mi = |a| ha z | ⇣,±i [ a 2 GL(1,C) ] , (7.58)

where z 2 C
N . The Z-eigenstate condition gives the homogeneity condition,

hz |UW(a) | ⇣,mi = a
i ⇣+m

2 ā
i ⇣�m

2 hz | ⇣,mi = |a|i ⇣
✓

a

|a|

◆m

hz| ⇣,ai . (7.59)

Using the above condition, we can reduce the representation space to the space of functions

on S2N�1 ,

hz| ⇣,mi = |z|�N+i ⇣  m(ẑ) , [ |z| =
p
zA z̄A , ẑA = zA/|z| ] , (7.60)
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1M

n=0

[(m+ n)↵ (n)]U(N) . (7.53)

As a consequence, any state | ⇣,mi in ⇡GL(N,C)(⇣,m) can be written as

| ⇣,mi =
1X

n=0

 B1···Bn

A1···Am+n

⇣
f⇣,m,n(ã

C b̃C) ã
A1 . . . ãAm+n b̃B1 . . . b̃Bn

|0i
⌘
, (7.54)
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Ex4. ( GL(M,C) , GL(N,C) )
where  m satisfies the U(1) irrep condition,

 m(ei� ẑ) = eim�  m(ẑ) . (7.61)

If we mod out this U(1) symmetry, then the representation space is reduced to the space of

functions on CP
N�1 ⇠= S2N�1/U(1) , The scalar product is inherited from that of L2(CN ),

and reads

h ⇣,m|�⇢,ni =

Z
dNzdN z̄ hz| ⇣,✏i⇤ hz|�⇢,�i

= 2⇡ �(⇣ � ⇢) �mn

Z

S2N�1
d2N�1⌦  m(ẑ)⇤ �m(ẑ) . (7.62)

This representation can be generalized to the space of M ⇥ N complex matrices z with

M  N , endowed with the right action of GL(N,C) ,

hz|UW(g) | ⇣,mi = | det g|M hz g | ⇣,mi [ g 2 GL(N,C) ] , (7.63)

and the left action of GL(M,C) ,

hz|UW(h) | ⇣,mi = | deth|N hht z | ⇣,mi

= | deth|i ⇣
✓

deth

| deth|

◆m

hz | ⇣,mi [h 2 GL(M,C) ] , (7.64)

which can be interpreted as a determinant-homogeneity condition (see e.g. [96]). The

GL(N,C) representation given in (7.63) is dual to the one-dimensional representation

[⇣,m]GL(1,C)⌦1SL(M,C) of the dual groupGL(M,C) given in (7.64). At the same time, it can

be also induced by the parabolic subgroup with Levi factor GL(M,C)⇥GL(N �M,C) ⇢
GL(N,C) acting in the aforementioned one-dimensional representation for GL(M,C) and

the trivial representation for GL(N�M,C). Using the determinant-homogeneity condition

(7.64), we can reduce the representation space to the space of functions on the complex

Grassmannian GrM,N (C) , isomorphic to

GrM,N (C) ⇠= U(N)/(U(M)⇥ U(N �M)) . (7.65)

The restriction of the degenerate principal series ⇡GL(N,C)(⇣,m,M) to U(N) is given in

[96] for M  N

2 as

⇡GL(N,C)(⇣,m;M) =
M

h(`)M

[(`+ |m|+m

2 1M )↵ (`+ |m|�m

2 1M )]U(N) . (7.66)

In this notation, the most degenerate principal series is ⇡GL(N,C)(⇣,m) = ⇡GL(N,C)(⇣,m; 1) .

Like the (GL(N,R), GL(2,R)) case, the degenerate principal representations appear-

ing in the dual pair (GL(N,C), GL(2,C)) is relevant for the scattering amplitudes of 4d

conformal fields. Consider the seesaw pair,

U(2, 2)

[

GL(2,C) U(N+, N�)

[

GL(N+ +N�,C)

, (7.67)
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 m(ei� ẑ) = eim�  m(ẑ) . (7.61)

If we mod out this U(1) symmetry, then the representation space is reduced to the space of

functions on CP
N�1 ⇠= S2N�1/U(1) , The scalar product is inherited from that of L2(CN ),

and reads

h ⇣,m|�⇢,ni =

Z
dNzdN z̄ hz| ⇣,✏i⇤ hz|�⇢,�i

= 2⇡ �(⇣ � ⇢) �mn

Z

S2N�1
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• Schrödinger realization


• Determinant homogeneity condition 

    (the most degenerate principal series representation)


➔ Complex Grassmannian GrM,N(C)
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If we mod out this U(1) symmetry, then the representation space is reduced to the space of

functions on CP
N�1 ⇠= S2N�1/U(1) , The scalar product is inherited from that of L2(CN ),

and reads

h ⇣,m|�⇢,ni =

Z
dNzdN z̄ hz| ⇣,✏i⇤ hz|�⇢,�i

= 2⇡ �(⇣ � ⇢) �mn

Z

S2N�1
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• M=2 :  Scattering amplitudes of 4d CFT fields



• Correspondence 

• ( Sp(2M,R) , O(N) )


• ( GL(M,R) , GL(N,R) )


• Physical Application  

• AdS4/CFT3 : ( Sp(4,R) , O(N) )


• 3d Scattering Amplitude : ( GL(2,R) , GL(N,R) )

3d Parallelism: 
( Sp(2M,R) , O(N) ) and ( GL(M,R) , GL(N,R) )



• Correspondence 

• ( O*(2M) , Sp(N) )


• ( GL(M,H) , GL(N,H) )


• Physical Application  

• AdS7/CFT6 : ( O*(8) , Sp(N) )


• 6d Scattering Amplitude : ( GL(2,H) , GL(N,H) )

6d Parallelism: 
( O*(2M) , Sp(N) ) and ( GL(M,H) , GL(N,H) )



dS representations  

• dS3: ( Sp(2,C) , O(1,C) )


• dS4: ( Sp(1,1) , O*(2) )


• dS5: ( U*(4) , U*(2) )

Again the centralizer of O(1,C) is not Sp(2N,C) but Sp(4N,R) itself. We can resolve

this problem like the previous case of (Sp(p, q), O⇤(2)) by enlarging the embedding group

Sp(4M,R) with the Z2 action,

P

0

@aI

ãI

1

A P�1 =

0

@�ã
I

aI

1

A . (6.15)

In this way, we get the dual pair (Sp(2N,C), O(1,C) ⇥ Z2) ⇢ Sp(4M,R) o Z2 , and

Sp(2N,C) is the centralizer of O(1,C)⇥ Z2 .

Let us consider the seesaw duality,

Sp(2N,C)

[

Sp(N) O(1,C) ⇠= Z2

[

O⇤(2) ⇠= U(1)

, (6.16)

where Sp(N) and O⇤(2) ⇠= U(1) is realized respectively by ã(I aJ) and ãI aI + N . The

duality (Sp(N), O⇤(2) ⇠= U(1)) gives

[(`)]Sp(N)  ! [`+N ]U(1) , (6.17)

where the U(1) irrep can be branched into O(1,C) ⇠= Z2 irrep ± as

[`+N ]U(1)|Z2 = [(�1)`]Z2 . (6.18)

In the end, for a given O(1,C) irrep [(n̄)]O(1,C) = [(�1)n̄]Z2 , with n̄ = 0 or 1, the dual

Sp(2N,C) irrep ⇡Sp(2N,C)(n̄) can be decomposed into

⇡Sp(2N,C)(n̄) =
1M

n=0

[(2n+ n̄)]Sp(N) [n̄ = 0, 1] , (6.19)

and we find the correspondence,

[(n̄)]O(1,C) = [(�1)n̄]Z2  ! ⇡Sp(2N,C)(n̄) . (6.20)

Notice that when N = 1, we have the isomorphism Sp(2,C) ⇠= gSO+(1, 3) , and the

irreps ⇡Sp(2,C)(0) and ⇡Sp(2,C)(1) correspond to the following irreps in the classification [9]

of Harish-Chandra:

⇡Sp(2,C)(0) : (µ, j) = (i 1
2 , 0) , ⇡Sp(2,C)(1) : (µ, j) = (0 , 12) . (6.21)

They sit in the complementary and the principal series, describing respectively a confor-

mally coupled scalar and spinor in dS3. Their tensor product will be considered in the next

section, where we analyze the duality (O(2,C), Sp(2N,C)). These representations are also

the relevant ones in Majorana’s infinite component spinor equation [12].
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From the seesaw pair (6.4) and correspondence (6.5), we therefore deduce that the dual

Sp(M+,M�) representation decomposes into
M

m=0

[(k +m)]Sp(M±) ⌦ [(m)]Sp(M⌥) , (6.8)

with Fock states,

| +ki =
1X

m=0

 R1...Rk+m|R1...Rm ãR1 . . . ãRk+m b̃R1 . . . b̃Rm |0i , (6.9)

and a similar expression for | �ki upon exchanging the role of ã and b̃. This Sp(M+,M�)

representation can be induced from [(k)]Sp(M±) ⌦ [0]Sp(M⌥) by the actions of KRR,

KRR : [(m1)]Sp(M+) ⌦ [(m2)]Sp(M�) !
�
[(m1 + 1)]Sp(M+) ⌦ [(m2 + 1)]Sp(M�)

�
(6.10)

�
�
[(m1 � 1)]Sp(M+) ⌦ [(m2 � 1)]Sp(M�)

�
.

As a consequence, we find the correspondence,

⇡Sp(M+,M�)([(k)]Sp(M±)⌦ [(0)]Sp(M⌥))  ! [±k+M+�M�]O⇤(2)⇠=U(1) [k 2 N] ,

(6.11)

where [(0)]Sp(M⌥) is the trivial representation of Sp(M⌥).

For M+ = M� = 1, we have gSO+(1, 4) ⇠= Sp(1, 1), so that we can interpret the various

representations appearing in the previous correspondence as fields around dS4. The irre-

ducible representation [±2s]O⇤(2) with s 2 1
2 N corresponds to the Sp(1, 1) representation

induced from [(s±s)]Sp(1)⌦ [(s⌥s)]Sp(1). Due to the isomorphism Sp(1)⇥Sp(1) ⇠= gSO(4),

the latter irrep corresponds to [(s,±s)]gSO(4)
, and we find the correspondence,

[±2s]O⇤(2)  ! ⇡gSO+(1,4)

�
[(s,±s)]gSO(4)

�
. (6.12)

The gSO+(1, 4) representation describes a massless field of helicity ±s in dS4 [88–90]. In

fact, this representation lies in the discrete series: it corresponds to the irrep ⇡±
p,q with

p = q = s of [91] and the irrep D±
`⌫

with ` = s� 1 and ⌫ = 1 in [92].

6.2
�
Sp(2N,C), O(1,C)

�

The groups of the dual pair
�
Sp(2N,C), O(1,C)

�
⇢ Sp(4N,R) are generated by

KIJ = 1
2

⇣
ãI ãJ + aI aJ � 2 ã(I aJ)

⌘
, (6.13)

and its complex conjugate15 (KIJ)⇤ with I, J = 1, · · · , 2N , and the reflection,

R =
2NY

I=1

RI , R

0

@aI

ãI

1

A R�1 = �

0

@aI

ãI

1

A . (6.14)

15Recall that (aI)⇤ = ⌘IJ aJ , see (4.24).
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[⇣]R+ ⌦ [m]SU(2)  ! [⇣]R+ ⌦ ⇡gSO
+
(1,5)

(⇣,m)
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[`+N ]U(1)|Z2 = [(�1)`]Z2 . (6.18)

In the end, for a given O(1,C) irrep [(n̄)]O(1,C) = [(�1)n̄]Z2 , with n̄ = 0 or 1, the dual

Sp(2N,C) irrep ⇡Sp(2N,C)(n̄) can be decomposed into

⇡Sp(2N,C)(n̄) =
1M

n=0

[(2n+ n̄)]Sp(N) [n̄ = 0, 1] , (6.19)

and we find the correspondence,

[(n̄)]O(1,C) = [(�1)n̄]Z2  ! ⇡Sp(2N,C)(n̄) . (6.20)

Notice that when N = 1, we have the isomorphism Sp(2,C) ⇠= gSO+(1, 3) , and the

irreps ⇡Sp(2,C)(0) and ⇡Sp(2,C)(1) correspond to the following irreps in the classification [9]

of Harish-Chandra:

⇡Sp(2,C)(0) : (µ, j) = (i 1
2 , 0) , ⇡Sp(2,C)(1) : (µ, j) = (0 , 12) . (6.21)

They sit in the complementary and the principal series, describing respectively a confor-

mally coupled scalar and spinor in dS3. Their tensor product will be considered in the next

section, where we analyze the duality (O(2,C), Sp(2N,C)). These representations are also

the relevant ones in Majorana’s infinite component spinor equation [12].
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Again the centralizer of O(1,C) is not Sp(2N,C) but Sp(4N,R) itself. We can resolve

this problem like the previous case of (Sp(p, q), O⇤(2)) by enlarging the embedding group

Sp(4M,R) with the Z2 action,

P

0

@aI

ãI

1

A P�1 =

0

@�ã
I

aI

1

A . (6.15)

In this way, we get the dual pair (Sp(2N,C), O(1,C) ⇥ Z2) ⇢ Sp(4M,R) o Z2 , and

Sp(2N,C) is the centralizer of O(1,C)⇥ Z2 .

Let us consider the seesaw duality,

Sp(2N,C)

[

Sp(N) O(1,C) ⇠= Z2

[

O⇤(2) ⇠= U(1)

, (6.16)

where Sp(N) and O⇤(2) ⇠= U(1) is realized respectively by ã(I aJ) and ãI aI + N . The

duality (Sp(N), O⇤(2) ⇠= U(1)) gives

[(`)]Sp(N)  ! [`+N ]U(1) , (6.17)

where the U(1) irrep can be branched into O(1,C) ⇠= Z2 irrep ± as

[`+N ]U(1)|Z2 = [(�1)`]Z2 . (6.18)

In the end, for a given O(1,C) irrep [(n̄)]O(1,C) = [(�1)n̄]Z2 , with n̄ = 0 or 1, the dual

Sp(2N,C) irrep ⇡Sp(2N,C)(n̄) can be decomposed into

⇡Sp(2N,C)(n̄) =
1M

n=0

[(2n+ n̄)]Sp(N) [n̄ = 0, 1] , (6.19)

and we find the correspondence,

[(n̄)]O(1,C) = [(�1)n̄]Z2  ! ⇡Sp(2N,C)(n̄) . (6.20)

Notice that when N = 1, we have the isomorphism Sp(2,C) ⇠= gSO+(1, 3) , and the

irreps ⇡Sp(2,C)(0) and ⇡Sp(2,C)(1) correspond to the following irreps in the classification [9]

of Harish-Chandra:

⇡Sp(2,C)(0) : (µ, j) = (i 1
2 , 0) , ⇡Sp(2,C)(1) : (µ, j) = (0 , 12) . (6.21)

They sit in the complementary and the principal series, describing respectively a confor-

mally coupled scalar and spinor in dS3. Their tensor product will be considered in the next

section, where we analyze the duality (O(2,C), Sp(2N,C)). These representations are also

the relevant ones in Majorana’s infinite component spinor equation [12].
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Branching properties

• Singleton, conformal field representations of SO(2,d)


• Single sum decomposition under SO(2)xSO(d) restriction


• (Almost) irreducibility  under restriction to isometry groups

The only cases that we have not explored are the dual pairs (O(N+, N�), Sp(2,R)) and

(O(N,C), Sp(2,C)), whose representations are not treated in this paper. Let us mention

that the scalar singleton of O(2, d) has been explored within the (O(2, d), Sp(2,R)) duality

in [53] (see also [57]). It is also possible to generalize the above properties to the other

branching rules where the maximal subgroup K is replaced by a group whose complexifi-

cation coincides with that of K. We shall provide the analysis of these cases together with

(O(N+, N�), Sp(2,R)) and (O(N,C), Sp(2,C)) in our forthcoming paper.

8.2 Irreducibility under restriction

Other properties of the d-dimensional singletons are that

• they decompose into at most two irreps, when restricted to a d-dimensional isometry

group, namely the (anti-)de Sitter or Poincaré subgroup (see e.g. [17, 98, 100]),

• and, they are unique, or are one of two possible extensions of a d-dimensional isometry

irrep to the d-dimensional conformal group.

Once again, this property can be investigated using seesaw pairs,

G⇡G(⇣)

⇡
G̃
(⇣̃)

[

G0G̃

[

G̃0 ⇡
G̃0(✓(⇣̃))

⇡G0(✓(⇣))

, (8.9)

where the conformal group and isometry group can be placed at G and G̃, respectively.

In order that a singleton-like irrep ⇡G(⇣) decomposes at most into two isometry-like irreps

⇡
G̃
(⇣̃), on the dual side there should exist at most two irreps ⇡

G̃0(✓(⇣̃)) which can branch

to ⇡G0(✓(⇣)). Similarly, in order for an isometry-like irrep ⇡
G̃
(⇣̃) to admit an extension to

at most two singleton-like irreps of G, the restriction of the dual representation ⇡
G̃0(✓(⇣̃))

should contain at most two G0-irreps. This property is guaranteed, if the dual groups G̃0

and G0 are isomorphic, or isomorphic up to Z2 finite group. The simplest case of G̃0 and

G0 is

O(1,C) ⇠= O(1) . (8.10)

There are four more such groups among the irreducible ones,

O(2) � U(1) , O⇤(2) ⇠= U(1) , O(1, 1) � GL(1,R) , O(2,C) � GL(2,C),

(8.11)

which are in fact di↵erent real forms of O2 ◆ GL1 . If one takes into account the reducible

pairs, there are two more options,

G̃0 = G0 ⇥O(1) � G0 , G̃0 = G0 ⇥O(1,C) � G0 . (8.12)

Here, G0 can be any group suitable for (reducible) dual pairing. In the following, we present

the dual groups G and G̃ and their representations for each of the above seven cases.
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Branching properties
• Ex1: Restriction of 4d conformal fields to AdS4

1. The dual of O(1,C) # O(1) is the restriction Sp(4N,R) # Sp(2N,C), and we find

DSp(4N,R)

�
[(n̄), 12 ]U(2N)

�

⇡Sp(2N,C)(n̄)

[(n̄)]O(1,C)

[(n̄)]O(1)

, (8.13)

where n̄ = 0, 1. The N = 1 case corresponds to the restriction of the three-

dimensional singletons to the dS3 subgroup.

2. The dual of O(2) # U(1) is the restriction of U(N,N) # Sp(2N,R), and we find

DU(N,N)

�
[( |n|+n

2 ), 12 ]U(N) ⌦ [( |n|�n

2 ), 12 ]U(N)

�

DSp(2N,R)

�
[(|n|), 1]U(N)

�

[(|n|)]O(2)

[(n)]U(1)

, (8.14)

where n 2 Z. Notice that for N � 2, the trivial representation of U(1) can be found in

two O(2) representations, [(0)]O(2) and [(1, 1)]O(2). As a consequence, the Sp(2N,R)

representation dual to this latter O(2) irrep also enters the branching rule, and we

find

DU(N,N)

�
[(0), 12 ]U(N) ⌦ [(0), 12 ]U(N)

� ��
Sp(2N,R)

= DSp(2N,R)

�
[(0), 1]U(N)

�
�DSp(2N,R)

�
[(1, 1), 1]U(N)

�
. (8.15)

The N = 2 case corresponds to the restriction of four-dimensional singletons of

helicity n

2 to massless fields of spin |n|
2 in AdS4 and the restriction of four-dimensional

scalar singleton to conformal scalar and pseudo scalar fields in AdS4.

3. The dual of O⇤(2) # U(1) is the restriction of U(2N+, 2N�) # Sp(N+, N�), and we

find

DU(2N+,2N�)

�⇥� |n|+n

2

�
, 12

⇤
U(2N+)

⌦
⇥� |n|�n

2

�
, 12

⇤
U(2N�)

�

⇡Sp(N+,N�)

�⇥� |n|+n

2

�⇤
Sp(N+)

⌦
⇥� |n|�n

2

�⇤
Sp(N�)

�

[n+N+ �N�]O⇤(2)

[n+N+ �N�]U(1)

,

(8.16)

where n 2 Z . The N+ = N� = 1 case corresponds to the restriction of four-

dimensional helicity n

2 singletons to massless fields of helicity n

2 in dS4.

4. The dual of O(1, 1) # GL(1,R) is the restriction GL(2N,R) # Sp(2N,R), and we find

⇡GL(2N,R)(⇣, n̄)

⇡Sp(2N,R)(|⇣|, n̄)

⇡O(1,1)(|⇣|, n̄)

⇡GL(1,R)(⇣, n̄)

, (8.17)
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1. The dual of O(1,C) # O(1) is the restriction Sp(4N,R) # Sp(2N,C), and we find

DSp(4N,R)

�
[(n̄), 12 ]U(2N)

�

⇡Sp(2N,C)(n̄)

[(n̄)]O(1,C)

[(n̄)]O(1)

, (8.13)

where n̄ = 0, 1. The N = 1 case corresponds to the restriction of the three-

dimensional singletons to the dS3 subgroup.

2. The dual of O(2) # U(1) is the restriction of U(N,N) # Sp(2N,R), and we find

DU(N,N)

�
[( |n|+n

2 ), 12 ]U(N) ⌦ [( |n|�n

2 ), 12 ]U(N)

�

DSp(2N,R)

�
[(|n|), 1]U(N)

�

[(|n|)]O(2)

[(n)]U(1)

, (8.14)

where n 2 Z. Notice that for N � 2, the trivial representation of U(1) can be found in

two O(2) representations, [(0)]O(2) and [(1, 1)]O(2). As a consequence, the Sp(2N,R)

representation dual to this latter O(2) irrep also enters the branching rule, and we

find

DU(N,N)

�
[(0), 12 ]U(N) ⌦ [(0), 12 ]U(N)

� ��
Sp(2N,R)

= DSp(2N,R)

�
[(0), 1]U(N)

�
�DSp(2N,R)

�
[(1, 1), 1]U(N)

�
. (8.15)

The N = 2 case corresponds to the restriction of four-dimensional singletons of

helicity n

2 to massless fields of spin |n|
2 in AdS4 and the restriction of four-dimensional

scalar singleton to conformal scalar and pseudo scalar fields in AdS4.

3. The dual of O⇤(2) # U(1) is the restriction of U(2N+, 2N�) # Sp(N+, N�), and we

find

DU(2N+,2N�)

�⇥� |n|+n

2

�
, 12

⇤
U(2N+)

⌦
⇥� |n|�n

2

�
, 12

⇤
U(2N�)

�

⇡Sp(N+,N�)

�⇥� |n|+n

2

�⇤
Sp(N+)

⌦
⇥� |n|�n

2

�⇤
Sp(N�)

�

[n+N+ �N�]O⇤(2)

[n+N+ �N�]U(1)

,

(8.16)

where n 2 Z . The N+ = N� = 1 case corresponds to the restriction of four-

dimensional helicity n

2 singletons to massless fields of helicity n

2 in dS4.

4. The dual of O(1, 1) # GL(1,R) is the restriction GL(2N,R) # Sp(2N,R), and we find

⇡GL(2N,R)(⇣, n̄)

⇡Sp(2N,R)(|⇣|, n̄)

⇡O(1,1)(|⇣|, n̄)

⇡GL(1,R)(⇣, n̄)

, (8.17)
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• Ex2: Restriction of 4d conformal fields to dS4



Casimirs
• ( GLM , GLN )


• ( ON , Sp2M )

values of the Casimir operators of the dual group, and hence can be used to identify the

dual representation. In the following, we derive the relations between Casimir operators for

the complex dual pairs, i.e. (GLM , GLN ) and (ON , Sp2M ). The relations of the Casimir

operators for real forms of these complex dual pairs can be obtained by imposing the

relevant reality conditions.

9.1 Duality (GLM , GLN )

We will here derive the relation between the Casimir operators of GLM and GLN in a dual

pair. Let us first introduce generating functions for the Casimir operators:

x(t) =
1X

n=0

tn Cn[X] , r(t) =
1X

n=0

tn Cn[R] , (9.1)

where Cn[X] and Cn[R] are the Casimir operators of order n defined by

Cn[X] = Tr(Xn) = XA1
A2 X

A2
A3 . . . X

An
A1 ,

Cn[R] = Tr(Rn) = RI1
I2 RI2

I3 . . . RIn

I1 . (9.2)

Here, X and R stand for matrix-valued operators with components XA
B and RI

J . It is

also convenient to introduce two other generating functions,

x̃(t) =
1X

n=0

tn Cn[Xt] , r̃(t) =
1X

n=0

tn Cn[Rt] , (9.3)

where X
t and R

t are the transpose of X and R , and hence the operators Cn[Xt] and

Cn[Rt] have the form,

Cn[Xt] = Tr((Xt)n) = XA1
An

XA2
A1 X

A3
A2 . . . X

An
An�1 ,

Cn[Rt] = Tr((Rt)n) = RI1
In RI2

I1 RI3
I2 . . . RIn

In�1 . (9.4)

Both Cn[X] and Cn[Xt] are n-th order invariants of GLM , and their di↵erence shows up

starting from n = 3 :

C3[X] = XA
B XB

C XC
A 6= XA

B XC
AXB

C = C3[Xt] . (9.5)

The freedom in defining the n-th order Casimir operators reflects the ambiguity in choosing

a basis for the center of the universal enveloping algebra. Below we will also derive a

relation between the above two choices, which we will make essential use of to derive a

relation between the generating functions in (9.1).

The operator XA
B and RI

J contain the (!, !̃) operators in di↵erent orders: it is

convenient to work with the following order,

Y A
B = !̃A

I !I

B , SI
J = !I

A !̃A

J , (9.6)

– 66 –

which are related to the XA
B and RI

J by

XA
B = Y A

B + N

2 �AB , RI
J = SJ

I � M

2 �JI . (9.7)

By introducing generating functions for Tr[Y n] and Tr[Sn] as

y(t) =
1X

n=0

tnTr(Y n) , s(t) =
1X

n=0

tnTr(Sn) , (9.8)

we can find the relation between x(t) and y(t),

x(t) = Tr
⇥
(1� tX)�1

⇤
=

1

1� N

2 t
Tr

"⇣
1� t

1� N

2 t
Y

⌘�1
#
=

y
�

t

1�N

2 t

�

1� N

2 t
. (9.9)

Similarly, s(t) is related to r̃(t) as

s(t) =
r̃
�

t

1�M

2 t

�

1� M

2 t
. (9.10)

Now, let us relate y(t) and s(t): In the definition of Tr(Y n), we move the !̃ operator in

the left end to the right end and find the relation,

Tr(Y n) = Tr(Sn)�
n�1X

k=0

Tr(Sk) Tr(Y n�1�k) [n � 1] . (9.11)

This relation can be rephrased in terms of the generating functions as

y(t)�M = s(t)�N � t s(t) y(t) , (9.12)

which can be solved as

y(t) =
s(t) +M �N

1 + t s(t)
. (9.13)

Finally combining the results so far obtained, we find the relation,

x(t) =
r̃
�

t

1�M+N

2 t

�
+ (M �N)

1�M+N

2 t

1�N

2 t

1� M+N

2 t+ t · r̃
�

t

1�M+N

2 t

� . (9.14)

The formula (9.14) generates the relations between Cn[X] and C̃n[R]. Next we would like

to relate the generating functions r(t) and r̃(t). This computation is done in Appendix D.1

and the result is

r̃(t) =
r( t

1+N t
)

1 +N t� t · r( t

1+N t
)
, (9.15)

which can be inserted in (9.14) to arrive at

x(t) =
1

1� N

2 t

"
1 + N�2M

2 t

1 + N�M

2 t
r

✓
t

1+
N�M

2 t

◆
+M �N

#
. (9.16)
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understood in the following way: the di↵erence in the structure of the r(t) and r̃(t), and

correspondingly x(t) and x̃(t) are given via commutators, which are changing their signs

when we change the sign of the generators. On the other hand, changing the signs of the

commutators is equivalent to taking the opposite product rule.

9.2 Duality (ON , Sp2M )

We finally provide the duality relations between the Casimir operators Cn[M ] = Tr(Mn)

and Cn[K] = Tr(Kn) to all orders in n. Compared to the (GLM , GLN ) case of the previous

section, the (ON , Sp2M ) case requires more steps of computations, and we leave most details

to the Appendix D.2. We begin with defining the operators,

NA
B = yAI yIB , LI

J = yIA yAJ , (9.24)

where yA
I
is defined as

yAI = EAB ⌦IJ y
J

B . (9.25)

and satisfies

[yAI , y
J

B] = �AB �JI . (9.26)

The operators NA
B and LI

J are related to MA
B and KI

J by17

NA
B = �MA

B +M �AB , LI
J = �

�
KI

J +
N

2
�IJ
�
, (9.27)

where MA
B := EACMCB and KI

J := KIK ⌦KJ .

By defining generating functions,

m(t) =
1X

n=0

tn Cn[M ] , k(t) =
1X

n=0

tn Cn[K] , (9.28)

n(t) =
1X

n=0

tnTr(Nn) , l(t) =
1X

n=0

tnTr(Ln) , (9.29)

it is possible to derive exact relations between the Casimir operators to all orders through

their generating functions. To derive these relations we find it useful to expand the space of

generating functions to the following set of two-parameter family of generating functions:

a(t, u) =
P1

k,l=0 t
k ul I [2k + 1]A I [2l + 1]A

b(t, u) =
P1

k,l=0 t
k ul B[2k]A B[2l]A , d(t, u) =

P1
k,l=0 t

k ul I [2k]J I [2l]J , (9.30)

where the brackets are short-hand for

↵[n]� := y↵�2 y
�2
�3

· · · y�n
�

, ↵[n]
� := y�2↵ y�3�2 · · · y

�

�n
, (9.31)

17The numbers N and M should not be confused with the generators NA
B and MA

B in this section.
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From these and (9.34) we finally establish

k(t) =
(2M �N)

⇣
1 + 2Mt

2+Nt

⌘
+m

⇣
2t

2+(2M+N)t

⌘

�
1 + N

2 t
� ⇣

1 + 2Mt

2+Nt

⌘
� 1

2 t
⇣
1 + 1+Mt

1+(1+M)t

⌘
m

⇣
2t

2+(2M+N)t

⌘ , (9.40)

m

m(t) =
(2M �N)

⇣
1� Nt

2�2Mt

⌘
� k

⇣
2t

2�(2M+N)t

⌘

(1�Mt)
⇣
1� Nt

2�2Mt

⌘
+ 1

2 t
⇣
1 + 2�Nt

2+(2�N)t

⌘
k
⇣

2t
2�(2M+N)t

⌘ . (9.41)

We notice that the expressions for k and m are symmetric under the exchange N $ �2M
and m(t) $ �k(t), while those for n and l are simply symmetric under n(t) $ �l(t).
This fits into the picture of universality (see, e.g. [106–108]) and the SON  !

N$�2M
Sp2M

relation [109, 110].

Our results for the (ON , Sp2M ) Casimir relations do not agree with those of [105]

beyond the quadratic order. Therefore, it is worth checking the relations at the lowest

orders without using the generating function method. The first two within each group

read

Tr(N) = MN , Tr(L) = �MN ,

Tr(N2) = C2[M ] +M2N , Tr(L2) = C2[K] +
N2M

2
, (9.42)

where Tr(M) = Tr(K) = 0 was used. Next, using

Tr(M3) = (N2 � 1) C2[M ] , Tr(K3) = �(1 +M) C2[K] (9.43)

one finds at the third and fourth orders

Tr(N3) = (1� N

2 + 3M) C2[M ] +M3N ,

Tr(L3) = (1 +M � 3N
2 ) C2[K]� MN3

4
, (9.44)

and

Tr(N4) = C4[M ] + (6M2 + 4M � 2MN) C2[M ] +M4N ,

Tr(L4) = C4[K] + (32 N
2 � 2N � 2MN) C2[K] +

MN4

8
. (9.45)

With these expressions one can now check the duality relations. For instance by moving

the y operator in the left end of Tr(Nn) to its right end at n = 2, we find

Tr(N2) = Tr(L2) + Tr(L0) Tr(N) + Tr(L) Tr(N0)� Tr(L) , (9.46)

while at n = 4 we find

Tr(N4) =Tr(L4) + Tr(L0) Tr(N3) + Tr(L) Tr(N2) + Tr(L2) Tr(N) + Tr(L3) Tr(N0)

� Tr(L3) + Tr(L0)Tr(N2)� Tr(N0)Tr(N2) + Tr(N2) . (9.47)
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Conclusion
• What I didn’t talk about 

• Role of discrete subgroups


• Plethysms


• Future directions 

• Correspondences in more general dual pairs


• Exploration of physical applications


• Fermionic and supersymmetric cases


• Other embedding groups



Thank you (and have a nice vacation)


